
I.e.	y	=	15x○
Implies	that	y	can	always	be	determined	exactly	when	the	value	of	x	is	unknown○
There	is	no	allowance	for	error	in	this	prediction○

If	we	were	to	construct	a	model	that	hypothesized	an	exact	relationship	between	variables,	it	would	be	called	a	
deterministic	model

•

Y	=	Deterministic	Component	+	Random	Error○
We	always	assume	that	the	mean	value	of	the	random	error	equals	0○

E(y)	is	the	mean	value	of	y§
E(y)	=	Deterministic	Component○

The	probabilistic	model	includes	both	a	deterministic	component	and	a	random	error	component•

Y	=	Dependent	or	response	variable	(variable	to	be	modeled)○

E(y)	=	ℬ0	+	ℬ1(x)	=	Deterministic	 component§
X	=	Independent	or	predictor	variable	(variable	used	as	a	predictor	of	y)○

⍷ =	Random	error	component○
ℬ0	=	y-intercept	of	the	line,	that	is,	the	point	at	which	the	line	intercepts	or	cuts	through	the	y-axis○

A	positive	slope	implies	that	E(y)	increases	by	the	amount	ℬ1	for	each	unit	increase	 in	x§
A	negative	slope	implies	that	E(y)	decreases	by	the	amount	ℬ1§

ℬ1	=	Slope	of	the	line,	that	is,	the	change	(amount	of	increase	or	decrease)	in	the	deterministic	component	of	y	
for	every	1-unit	increase	in	x

○

A	First-Order	(Straight-Line)	Probabilistic	Model:	y	=	ℬ0	+	ℬ1(x)	+	⍷•

E(y)	=	ℬ0	+	ℬ1(x)○

In	the	probabilistic	model,	the	deterministic	 component	is	referred	to	as	the	line	of	means	because	the	mean	of	y,	E(y),	
is	equal	to	the	straight-line	component	of	the	model

•

E(y)	=	ℬ0	+	ℬ1(x)a.
Hypothesize	the	deterministic	component	of	the	model	that	relates	the	mean,	E(y),	to	the	independent	variable	x1.

Helpful	to	plot	the	sample	data	in	a	scatterplota.
Draw	line	through	the	middle	of	the	points	to	find	y-intercept	and	slopeb.

Use	the	sample	data	to	estimate	unknown	parameters	in	the	model2.

Specify	the	probability	distribution	of	the	random	error	term	and	estimate	the	standard	deviation	of	this	distribution3.
Statistically	evaluate	the	usefulness	of	the	model4.
When	satisfied	that	the	model	is	useful,	use	it	for	prediction,	estimation,	and	other	purposes5.

Probabilistic	Models

Calculate	the	magnitude	of	the	deviations,	or	errors	of	prediction	(the	vertical	distances	between	the	observed	
and	predicted	values)

○

One	way	to	decide	quantitatively	hoe	well	a	straight	line	fits	a	set	of	data	is	to	note	the	extent	to	which	the	data	points	
deviate	from	the	line

•

The	line	for	which	the	SSE	(sum	of	squares	of	the	errors)	is	a	minimum	is	called	the	least	squares	line,	the	regression	
line,	or	the	least	squares	prediction	equation

•

The	methodology	used	to	obtain	this	line	is	called	 the	method	of	least	squares•

The	sum	of	the	errors	equals	0,	that	is,	mean	error	=	0○
The	sum	of	squares	error	(SSE)	is	smaller	than	for	any	other	straight-line	model,	that	is,	the	error	variance	is	
minimum

○

Y-hut	=	ℬ-hut0	+	ℬ-hut1(x),	which	indicates	that	it	is	an	estimate•

Deviation:	(yi	- (y-hut)i)	=	[yi	- (ℬ-hut0	+	ℬ-hut1(xi)]•

SSxy	=	SUM(xi*yi)	- [SUM(xi)*SUM(yi)]/N§
SSxx	=		SUM	(xi^2)	- (SUM	xi)^2/N§
N	=	sample	size§

Slope:	ℬ-hut1	=	(Ssxy)/(SSxx)○

Y-bar	is	the	average	(total/sample	size)§
Y-intercept:	ℬ-hut0	=	y-bar	-ℬ-hut1(x-bar)○

SSE	=	SUM[yi	- (ℬ-hut0	+	ℬ-hut1(xi)]^2•

The	model	parameters	should	be	interpreted	only	within	the	sampled	range	of	the	independent	variable•

This	value	will	not	be	meaningful	if	the	value	x	=	0	is	nonsensical	or	outside	the	range	of	the	sample	data○
Y-intercept:	ℬ-hut0	represents	the	predicted	value	of	y	when	x	=	0•

This	interpretation	is	valid	only	for	x-values	within	the	range	of	the	sample	data○
Slope:	ℬ-hut1	represents	the	increase	(or	decrease)	in	y	for	every	1-unit	increase	in	x•

Fitting	the	Model:	the	Least	Squares	Approach

Implies	the	mean	value	of	y,	E(y),	for	a	given	value	of	x	is	E(y)	=	ℬ0	+	ℬ1(x)○

Assumption	1:	the	mean	of	the	probability	distribution	of	⍷ over	an	infinitely	long	series	of	experiments	is	0	for	each	
setting	of	the	independent	variable	x

•

Means	the	variance	of		⍷ is	equal	to	a	constant,	say	sigma^2,	for	all	values	of	x○
Assumption	2:	the	variance	of	the	probability	distribution	of	⍷ is	constant	for	all	settings	of	the	independent	variable	x•

Assumption	3:	the	probability	distribution	of		⍷ is	normal•

The	values	of		⍷ associated	with	one	value	of	y	has	no	effect	on	the	values	of		⍷ associated	with	other	y	values○
Assumption	4:	the	values	of		⍷ associated	with	any	two	observed	values	of	y	are	independent•

Same	amount	of	spread	or	variability○
Relative	frequency	distributions	of	the	errors	are	normal	with	a	mean	of	0	and	a	constant	variance	of	sigma^2•

The	greater	the	variability	of	the	random	error	⍷,	the	greater	will	be	the	errors	in	the	estimation	of	the	model	
parameters	ℬ0	and	ℬ1	and	in	the	error	of	prediction	when	y-hut	is	used	to	predict	y	for	some	value	x

•

SSE	=	SSyy	- (B1-hut)*SSxy○
Ssyy	=	SUM(yi^2)	- (SUM	yi)^2/N○
s	=	sqrt(SSE/n-2)○

The	best	estimate	of	sigma^2,	denoted	by	s^2,	is	obtained	by	dividing	SSE	by	the	number	of	degrees	of	freedom	(in	
this	case,	N-2)

•

Model	Assumptions

Sigma:B1-hut	=	sigma/sqrt(SSxx)§
Estimated	Standard	Error	of	the	Least	Squares	Slope	B1-hut○

t	=	(B1-hut	- Hypothesized	value	of	B1)/s:B1	=	(B1-hut	- 0)/(s/sqrt(SSxx)§
s:B1	=	s/sqrt(SSxx)§

Since	sigma	is	unknown,	the	appropriate	test	statistic	is	a	t-statistic○

The	sampling	distribution	of	the	least	squares	estimator	B1-hut	of	the	slope	will	be	normal	with	mean	B1	(the	true	
slope	and	standard	deviation)

•
Assessing	the	Utility	of	the	Model:	Making	Inferences	about	the	Slope	ℬ1

One	Tailed	Test
H0:	B1	=	0

Ha:	B1	<	0	(or	Ha:	B1	>	0)
Rejection	Region:	t	<	-ta	(or	t	>	ta	when	Ha:	B1	>	0)	where	ta	and	t(a/2)	are	based	on	(n-2)	degrees	of	freedom

Upper	Tailed	Test	(Ha:	B1	>	0):	p-value	{p/2	if	t	>	0}	or	{1	- p/2	if	t	<	0}
Lower	Tailed	Test	(Ha:	B1	<	0):	p-value	{p/2	if	t	<	0}	or	{1	- p/2}	if	t	>	0

Two	Tailed	Test
H0:	B1	=	0

Ha:	B1	does	not	equal	0
Test	statistic	t	=	B1-hut/s:B1-hut	=	B1-hut/(s/sqrt(SSxx))

Rejection	region:	⎢t	⎢ >	t(a/2)

B1-hut	+/- t(a/2)*s:B1-hut	where	the	estimated	standard	error	B1-hut	is	calculated	by:○
s:B1-hut	=	s/sqrt(SSxx)	and	t(a/2)	is	based	on	(n-2)	degrees	of	freedom○

A	100(1-⍺)%	Confidence	Interval	for	the	Simple	Linear	Regression	Slop	B1•

A	bivariate	relationship	is	a	correlation	between	two	variables	x	and	y•

SSxy	=	sum(x	- xbar)(y	- ybar)§
SSxx	=	sum(x	- xbar)^2§
Ssyy	=	sum(y	- ybar)^2§

R	=	(SSxy)/sqrt(SSxx*SSyy)○

R	=	B1-hat○

A	value	of	r	nearer	to	0	implies	little	or	no	linear	relationship	between	x	and	y§
The	closer	r	comes	to	1	or	-1,	the	stronger	the	linear	relationship§

R	is	scaleless,	and	assumes	a	value	between	-1	and	1○

The	coefficient	of	correlation,	r,	is	a	measure	of	the	strength	of	the	linear	relationship	between	two	variables	x	and	y•

High	correlation	does	not	imply	causality,	can	only	assume	linear	 relationship•
The	population	correlation	coefficient	is	denoted	by	the	symbol	⍴•

The	Coefficients	of	Correlation	and	Determination

Test	for	Linear	Correlation
Test	Statistic:	t	=	r*sqrt(n	- 2)/sqrt(1	- r^2)	=	B1-hat/s-subB1-hat

Condition	Required	for	a	Valid	Test	of	Correlation:	the	sample	of	(x,y)	values	is	randomly	selected	from	a	normal	population

The	sum	of	squares	of	deviations	for	the	predicted	equation	y-hat	=	ybar	is	SSyy	=	sum(yi	- ybar)^2○

If	x	contributes	little	or	no	information	for	the	prediction	of	y,	the	sums	of	squares	of	deviations	for	the	
two	lines,	SSyy	and	SSE	will	be	nearly	equal

§

If	all	 the	points	fall	on	the	least	squares	line,	SSE	=	0□
If	x	does	contribute	information	for	the	prediction	of	y,	the	SSE	will	be	smaller	than	SSyy	§

The	reduction	in	the	sum	of	squares	or	deviations	that	can	be	attributed	to	x	is	(Ssyy	- SSE)/Ssyy	=	
explained	sample	variability/total	sample	variability	=	proportion	of	total	sample	variability	explained	y	the	
linear	relationship

§

Fit	a	least	squares	line	and	locate	the	deviations	of	the	points	about	the	line○

Coefficient	of	Determination•

R^2	is	always	between	0	and	1○
R^2	=	(Ssyy	- SSE)/Ssyy	=	1	- SSE/Ssyy•

About	100(r^2)5	of	the	sample	variation	in	y	can	be	explained	by	using	x	to	predict	y	in	the	straight-line	model•

Simple	Linear	Regression
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