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and                
2

1 (1 log )yu x y xx x y x
− ∂ ∂ ∂  = ⋅ +   ∂ ∂ ∂ ∂ 

…(1)

Again         
2

1 1 1 1and 1 ( log ) (1 log )y y y yu ux x y x x x y xx y x
− − − −∂ ∂= = ⋅ + = +∂ ∂ ∂ …(2)

Using (2),

 
3 2

1(1 log )yu u x y xx y x x y x x
− ∂ ∂ ∂ ∂  = = +   ∂ ∂ ∂ ∂ ∂ ∂ ∂  …(3)

From (1) and (3) follows the result.

Example 9: If v = log(x2 + y2 + z2), prove that 
2 2 2

2 2 2
2 2 2 2v v vx y z

x y z
∂ ∂ ∂+ + + + =
∂ ∂ ∂

( )
 
  

Solution: Given  v = log(x2 + y2 + z2)

⇒ 2 2 2
,

1 2
( )y z

v x
x x y z

∂  = ∂ + + …(1)

And              
2 2 22

2 2 2 2 2
( ) 1 2

2
( )

x y z x xv v
x xx x y z

 + + ⋅ − ⋅ ∂ ∂ ∂ = =   ∂ ∂∂ + + 

2 2 2

2 2 2 2
( )

2
( )

y z x
x y z

 + − =  + + 
…(2)

Similarly       
2 2 22

2 2 2 2 2
( )

2
( )

x z yv
y x y z

 + − ∂ =  ∂ + + 
…(3)

and                 
2 2 22

2 2 2 2 2
( )

2
( )

x y zv
z x y z

 + − ∂ =  ∂ + + 
…(4)

Adding (2), (3) and (4), we get

    
2 2 2 2 2 2 2 2 22 2 2

2 2 2 2 2 2 2
( ) ( ) ( )

2
( )

x y x x z y x y zv v v
x y z x y z

   + − + + − + + − ∂ ∂ ∂+ + =   ∂ ∂ ∂ + +   

⇒       
2 2 2

2 2 2 2 2 2
2

( )
v v v

x y z x y z
 ∂ ∂ ∂+ + = ∂ ∂ ∂ + + 

or          
2 2 2

2 2 2
2 2 2( ) 2v v vx y z

x y z
 ∂ ∂ ∂+ + + + = ∂ ∂ ∂ 

Hence the result.

Example 10: If 
22 2

2 2 2 1,
yx z

a u b u c u
+ + =

+ + +  prove that

 
22 2

2u u u u u ux y z
x y z x y z

∂ ∂ ∂ ∂ ∂ ∂+ + + +∂ ∂ ∂ ∂ ∂ ∂
       =          [UP Tech, 2003]
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On using results given by (7), (8), (9) into equation (6), we get

    − + − + − ∂ ∂ ∂     + + = + + +         ∂ ∂ ∂    

22 2 2 2 2 2 2 22 2 2

2 2 2 3( ) ( )
y r x r y r zu u u x zf" r f' rr r rx y z r

                      
2 2 2 2 2

2 3
3 2( ) ( ) ( ) ( )

x y z r rf" r f' r f" r f' rrr r
 + +   − = + = +     

ASSIGNMENT 2

1. If x = rcosθ, y = rsinθ, show that =
221( )  ( ) , ( ) 1r x x r ri ii r iiirx r x x y

 ∂ ∂ ∂ ∂θ ∂ ∂ = + =  ∂ ∂ ∂θ ∂ ∂ ∂ 
.

2. If u = f (r) and }cos
sin

x r
y r

= θ
= θ , prove that

2 2

2 2
1( ) ( )u u f" r f' rrx y

∂ ∂+ = +
∂ ∂ . [Burdwan, 2003]

3. If cos sin, ,x yu u
θ θ= =  show that 1

y x

yx u u
u x u yθ θ

∂   ∂ ∂ ∂    + =      ∂ ∂ ∂ ∂   
.

4.4 HOMOGENEOUS FUNCTIONS AND EULER�S THEOREM

Homogeneous Function
An expression of the form (a0xn + a1xn – 1y + a2xn – 2y2 + …+ anyn) in which all the terms are of
degree n, is called a homogeneous function of degree n.

The above expression mathematically may be rewritten as
 xn[a0 + a1(y/x) + a2(y/x)2 + … + an(y/x)n] or more precisely xnφ(y/x),

where φ(y/x) is a polynomial of degree n in (y/x).
Thus, any function f(x, y) which is expressible as either xnφ(y/x) or ynψ(x/y) is called a

homogeneous function of degree n in x and y.
E.g. (i) x3 tan (y/x) is a homogeneous function of degree 3 in x and y.

(ii)
1 1

3 2

1
31

3
1 1

3 3 1
6

1 1 12 2 21
2

1

( / ) ( / )

1

y
x xx y

x y x x y x
x y y

x x

− −

   +   +   = = φ = φ
 +   +     

 is a homogeneous function of

degree –1/6 in x and y.
In general, a function f(x1, x2, x3, …) is said to be a homogeneous function of degree n in

(x1, x2, … , xn) if it is expressible in the form as 32
1

1 1 1
, , , .nn x xx

x x x x
 φ …  

Euler’s Theorem

If u be homogeneous function of degree n in x, y and has continuous first derivatives then

.u ux y nux y
∂ ∂+ =∂ ∂                                                                                                     [KUK, 2004]
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Now multiply (3) by x and (4) by y and, then add the two, we get

           
2 2

1 1 1 1 1 1 12
2 22

Z Z Z Z Z Z Z
x x y xy y n x yx y y x x yx y

∂ ∂ ∂ ∂ ∂ ∂ ∂   + + + + = +   ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂  

⇒   
2 22

1 1 1 12 2
1 12 22

Z Z Z ZZx x y xy y nnZ n Zx y y xx y
∂ ∂ ∂ ∂  ∂+ + + + = = ∂ ∂ ∂ ∂ ∂ ∂ …(5)

Similarly on differentiating (2) partially with respect to x (when y constant) and with
respect to y (when x constant),

            
2 2

2 2 2 2
2

Z Z Z Z
x y nx y x xx

∂ ∂ ∂ ∂+ + = −∂ ∂ ∂ ∂∂ …(6)

and             
2 2

2 2 2 2
2

Z Z Z Z
x y nx y y yy

∂ ∂ ∂ ∂+ + = −∂ ∂ ∂ ∂∂ …(7)

On multiplying (6) by x and (7) by y and, then adding the two

  
2 2 2

2 2 2 2 2 2 22 2
2 22

Z Z Z Z Z Z Z
x x y xy y n x yx y x y x yx y

∂ ∂ ∂ ∂ ∂ ∂ ∂   + + + + = − +   ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂  
2

2 2( )n n Z n Z= − − = …(8)

On adding (5) and (8), we have

          
2 2 2

2 2 2
2 22Z Z Z Z Zx xy y x y n Zx y x yx y

 ∂ ∂ ∂ ∂ ∂+ + + + = ∂ ∂ ∂ ∂ ∂ ∂

Example 25: If u = x2tan–1(y/x) – y2tan–1(x/y), evaluate 
2 2 2

2 2
2 2 22
u u ux xy y ux yx y

∂ ∂ ∂+ + =∂ ∂∂ ∂
[GJU, 2005]

Solution: u = u1 + u2, where u1 = x2tan–1(y/x), u2 = –y2tan–1(x/y) are both homogeneous
function of degree 2 in x and y.

∴ By Euler’s Theorem, 1 2
12

u u
x y ux y

∂ ∂+ = ⋅∂ ∂ …(1)

and                             2 2
22

u u
x y ux y

∂ ∂+ = ⋅∂ ∂ …(2)

Differentiating (1) partially with respect to x and y

             
2 2

1 1 1 1
2 2

u u u u
x yx x y xx

∂ ∂ ∂ ∂+ + =∂ ∂ ∂ ∂∂ …(3)

and            
2 2

1 1 1 1
2 2

u u u u
x yy x y yy

∂ ∂ ∂ ∂+ + =∂ ∂ ∂ ∂∂ …(4)

Now multiply (3) by x, (4) by y and, add the two

 
2 2 2

1 1 1 1 1 1 12 2
2 22 2

u u u u u u u
x x xy y y x yx x y y x yx y

 ∂ ∂ ∂ ∂ ∂ ∂ ∂ + + + + = +  ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ 
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⇒           
2 2 2

1 1 1 1 12 2
12 22 2 ,

u u u u u
x xy y x y ux y x yx y

 ∂ ∂ ∂ ∂ ∂ + + = + =  ∂ ∂ ∂ ∂ ∂ ∂  (using (1))

Similarly  
2 2 2

2 2 22
22 22 2 ,

u u u
x xy y ux yx y

 ∂ ∂ ∂+ + = ∂ ∂∂ ∂  (using (2))

On adding the two, we get the desired result.

Example 26: If u is a homogeneous function of nth degree in x, y, z, prove that

  
u u ux y z nux y z

∂ ∂ ∂+ + =∂ ∂ ∂ [NIT Kurukshetra, 2006]

Solution: u is a homogeneous function of degree n in x, y and z

Let                   ,n y zu x f x x
 =    or u = xnf (s, t) with

y
sx = and

z tx = …(1)

Differentiating (1) partially with respect to x

                 1 ( , )n n f fu s tn x f s t x
x s x t x

− ∂ ∂ ∂ ∂ ∂= + + ∂ ∂ ∂ ∂ ∂ 

       1
2 2( , )n n f fyu zn x f s t xx s tx x

− ∂ ∂ ∂    = + − + −   ∂ ∂ ∂  
using (1)

⇒        
1 2( , )n n f fu n x f s t x y z

x s t
− − ∂ ∂ ∂ = ⋅ − + ∂ ∂ ∂  …(2)

On multiplying (2) by x throughout, we get

              
1( , )n n f fux n x f s t x y z

x s t
− ∂ ∂ ∂ = − + ∂ ∂ ∂  …(3)

Now on differentiating (1) partially with respect to y, we get

                 
n f fu s tx

y s y t y
∂ ∂ ∂ ∂ ∂= + ∂ ∂ ∂ ∂ ∂ 

⇒        11 (0)n nf f fu x xxy s t s
−∂ ∂ ∂ ∂  = + =  ∂ ∂ ∂ ∂ 

…(4)

On multiplying (4) by y throughout, we get

               1n fuy x yy s
− ∂∂ = ⋅∂ ∂ …(5)

Similarly, on differentiating equation (1) with respect to z, we get

                 n f fu s tx
z s z t z

∂ ∂ ∂ ∂ ∂= + ∂ ∂ ∂ ∂ ∂ 
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(i) If we take y = constant implying dy = 0, (5) gives

             0   or   
y

f
xf f dzdx dz dxx z f
z

∂ 
 ∂ ∂ ∂  + = = −∂ ∂   ∂ 
 ∂ 

…(5a)

(ii) If we take x = constant implying dx = 0, (5) gives

             

∂ 
 ∂ ∂ ∂  + = = − ∂ ∂   ∂ 
 ∂ 

0   or   
x

f
yf f dzdy dz dyy z f
z

…(5b)

(iii) If we take z = constant implying dz– = 0, (5) gives

            0   or   
z

f
f f ydxdx dy dyx y f

x

∂
∂ ∂ ∂ + = = − ∂ ∂ ∂ 

∂
…(5c)

Multiplying (5a), (5b), (5c), we get

         1 or 1
y yz x z x

dy ydx dz x z
dy dz dx y z x

∂   ∂ ∂       = − = −          ∂ ∂ ∂        …(5d)

Example 27: If u = sin–1(x – y), x = 3t and y = 4t3, show that ( )
1

2 23 1du tdt
−

= − [PTU, 2005]

Solution: Given, u = sin–1(x – y), so that dydu u dx u
dt dt dtx y

∂ ∂= +∂ ∂
…(1)

Now,                  2 2 2 3 2 3

1 1
1 2 1 (3 ) (4 ) 2(3 )(4 )

u
x x y xy t t t t

∂ = =∂ − − + − − +

   2 2 2

1
(1 4 ) (1 )t t

=
− − 2 2

1 ,
(1 4 ) (1 )t t

=
− −

…(2)

                 2 2 2 2

1 1 ,
1 2 (1 4 ) 1

y
y x y xy t t

∂ = =∂ − − + − − …(3)

                 23,  12 .
dydx tdt dt= = (from given) …(4)

On substituting values of ux, uy, 
dx
dt , 

dy
dt  in (1), we get

                 

2 1
2 2 2

12 2
2 2 2

3(1 4 )1 [3 12 ] 3(1 ) .
(1 4 ) 1 (1 4 )(1 )

tdu t tdt t t t t

−−
= − ≡ = −

− − − −

Example 28: Find the total differential coefficient of x2y with respect to x when x and y
are connected by the relation x2 + xy + y2 = 1.           [KUK, 2008; NIT Kurukshetra, 2008]

Solution: Let z = x2y, then in this problem we need to find .dz
dx
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Example 42: If u = f(x, y) and } ,
x r
y r

= θ
= θ

cos
sin

 prove that

(i)
u u u u
x y r r

 ∂ ∂ ∂ ∂     + = +      ∂ ∂ ∂ ∂θ 

22 2 2

2
1

,

(ii)
u u u u u

r rx y r r
∂ ∂ ∂ ∂ ∂+ = + + ∂∂ ∂ ∂ ∂θ

2 2 2 2

2 2 2 2 2
1 1

[Pb. Univ, 2002]

Solution: This example is an another way of understanding the previous example. In the

previous example we have just proved that 
2 2

2 2 0u u
x y

∂ ∂+ =
∂ ∂

 transforms to 
2 2

2 2 2
1 1 0u u u

r rr r
∂ ∂ ∂+ + =∂∂ ∂θ

Means the expression, 
2 2

2 2
u u

x y
∂ ∂+
∂ ∂  which is in cartisian coordinate system has value

∂ ∂ ∂+ + ∂θ∂ ∂θ
2 2

2 2 2
1 1u u u

rr r  in (r, θ) system.

In the previous example, under equation (3), we had

                 ( )∂ ∂ θ ∂= θ −∂ ∂ ∂θ
sincosu u u

x r r and cossinu u u
ry r

∂ ∂ θ ∂ = θ + ∂ ∂ ∂θ
On squaring and adding these two results, we get

            
22 2 2sin coscos sinu u u u u u

r rx y r r
 ∂ ∂ ∂ θ ∂ ∂ θ ∂     + = θ − + θ +      ∂ ∂ ∂ ∂θ ∂ ∂θ 

                      
2 22

2
2

sin sin coscos 2u u u u
rr rr

 ∂ θ ∂ θ θ ∂ ∂   = θ + −    ∂ ∂θ ∂ ∂θ 

       
2 22

2
2

cos sin cossin 2u u u u
rr rr

 ∂ θ ∂ θ θ ∂ ∂   + θ + +    ∂ ∂θ ∂ ∂θ 

                      
2 2 2 2

2 2 2 2
2 2
1 1(cos sin ) (cos sin )u u u u

r rr r
∂ ∂ ∂ ∂       = θ + θ + θ + θ = +       ∂ ∂θ ∂ ∂θ

Example 43: Given that u(x, y, z) where x = r cosθθθθθ cosφφφφφ, y = r cosθθθθθ sinφφφφφ and zz = r sinθθθθθ, find

u∂
∂θ  and u∂

∂φ .                                                                             [NIT Kurukshetra, 2008]

Solution: Here by change of variable, we have

                 
yu u x u u z

x y z
∂∂ ∂ ∂ ∂ ∂ ∂= + +

∂θ ∂ ∂θ ∂ ∂θ ∂ ∂θ …(1)

Now           

sin cos ,
cos cos ,
cos sin , sin sin ,
sin

cos

x r
x r y
y r r
z r z r

∂ = − θ φ ∂θ= θ φ  ∂ = θ φ ⇒ = − θ φ ∂θ = θ  ∂ = θ
∂θ 

…(2)
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Similarly       
2

2 2 2 2 2
f f

y x y xy y u v u vy
∂ ∂∂ ∂ ∂ ∂θ ∂θ   = = − + − +   ∂ ∂ ∂ ∂ ∂ ∂∂

or                 
2 2 2 2 2

2 2
2 2 24 4 4 4
f

y yx xy xv u u vy u v
∂ ∂ θ ∂ θ ∂ θ ∂ θ= − − +∂ ∂ ∂ ∂∂ ∂ ∂ …(7)

Add (6) and (7), we get the desired result

                
2 2 2 2

2 2
2 2 2 24( )
f f

x y
x y u v

∂ ∂  ∂ θ ∂ θ+ = + +  ∂ ∂ ∂ ∂

ASSIGNMENT 5

1. If u =f(r, s), r = x + at, s = y + bt, and x, y, t are independent variables, show that

.u u ua bt x y
∂ ∂ ∂= +∂ ∂ ∂

2. If u = F(x – y, y – z, z – x), prove that 0u u u
x y z

∂ ∂ ∂+ + =∂ ∂ ∂

3. If u = f(r, s, t) and , , ,
yx zr s ty z x= = =  prove that 0u u ux y zx y z

∂ ∂ ∂+ + =∂ ∂ ∂  [Karnataka, 2006]

4. If x = u + v + w, y = uw + vw + uv and F is a function of x, y, z, show that

2 3 .F F F F F Fu v w x y zu v w x y z
∂ ∂ ∂ ∂ ∂ ∂+ + = + +∂ ∂ ∂ ∂ ∂ ∂

5. If x = rcosθ, y = rsinθ, z = f(x, y), prove that 
2

2( cos ) ( 1) sin( 2)n nr n n n r nx y
−∂ θ = − − − θ∂ ∂

sin cosHint : Follow Ex. cos ,  sinr rx r y r
 ∂ ∂ θ ∂ ∂ ∂ θ ∂   = θ − = θ +    ∂ ∂ ∂θ ∂ ∂ ∂θ 

6. If x = ercosθ, y = ersinθ; prove that 
2 2 2 2

2
2 2 2 2

ru u u ue
x y r

−∂ ∂  ∂ ∂ + = +  ∂ ∂ ∂ ∂θ

Hint: Use ,  x y y xr x y x y
    ∂ ∂ ∂ ∂ ∂ ∂= + = − +    ∂ ∂ ∂ ∂θ ∂ ∂    

7. If z is a function of x and y and u = lx + my and v = ly – mx, then prove that
2 2 2 2

2 2
2 2 2 2( )z z z zl m

x y u v
∂ ∂  ∂ ∂ + = + +  ∂ ∂ ∂ ∂

8. If w = u(x, y), where x = x(u, v), y = y(u, v), yx
u v

∂∂ =∂ ∂
 and ,

yx
v u

∂∂ = −∂ ∂  show that

2 22 2 2 2

2 2 2 2
w w w w x x

u vu v x y
  ∂ ∂ ∂ ∂ ∂ ∂   + = + +      ∂ ∂∂ ∂ ∂ ∂   

.

9. If u = f(x, y, z) and x = rsinθ cosφ,  y = rsinθ sinφ,  z = rcosθ, then show that
2 2 2 2 2 2

2 2 2
1 1

sin
f f f f f f
x y z r r r

∂ ∂ ∂ ∂ ∂ ∂           + + = + +           ∂ ∂ ∂ ∂ ∂θ ∂φθ           
[Hint: Follow Example 42 (ii), Section 4.6]
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Further the expression (1) is valid for u being function of any number of variables say x, y,
z, t, … then,

                  approximatelyu u uu x y zx y z
∂ ∂ ∂δ = δ + δ + δ + …∂ ∂ ∂ …(2)

Note: For percentage error, it is always advisable to take log on both sides of the governing equation first and
then proceed as usually.

Example 52: How sensitive is the volume V = πππππr2h of a right circular cylinder to small
changes in its radius and height near the point (r0, h0) = (1, 3)?

Solution: By increment method, we get

            
0 0 0 0( , ) ( , )r h r h

V VV r h
r h

∂ ∂   ∆ ≈ ∆ + ∆   ∂ ∂

= Vr(1, 3)∆r + Vh(1, 3)∆h

= (2πrh)(1, 3) ∆r + (πr2)(1, 3) · ∆h

                  = 6π · ∆r + π · ∆h
The above result shows that a one-unit

change in r will change V nearly by 6 π units
and a one-unit change in h will change V nearly
by 6π units. Therefore, the volume of a cylinder
with radius r = 1 and height h = 3 is nearly 6
times as sensitive to small change in r as it is to
small change in h Fig. 4.3 (i).

In contrast, if value of r and h are reversed,
so that r = 3 and h = 1, then ∆V ≈ 6π · ∆r + 9π ·
∆h. The volume is now more sensitive to small
change in h to that it is to change in r. Thus the
sensitivity to change depends not only on the
increment but also on the relative size of r and
h (See Fig. 4.3 (ii)).

Example 53: How sensitive is the change in V = πππππr2h related to the relative change in r and
h? How are the percentage changes related?

Solution: By error approximation, V = πr2h gives
                 ∆V ≈ Vr · ∆r + Vh · ∆h = 2πrh · ∆r + πr2∆h …(1)

or                 
2

2 2
2 2V rh r r hr hV r hr h r h

∆ π π ∆ ∆≈ ∆ + ∆ = +
π π …(2)

Clearly the relative change in V is the relative change in h plus two times the relative
change in r.

Further,       100 2 100 100V r h
V r h

∆ ∆ ∆    × ≈ × + ×      …(3)

indicates that the percentage change in V is the percentage change in h plus two times the
percentage change in r.

r = 1

h = 3 h = 1
r = 3

( )i

( )ii
h = 1

4.3.

4.3.

Fig. 4.3
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Solution: Given,

l is decreased by 2% i.e. 100 2l
l

δ × = −

r is increased by 2% i.e. 100 2r
r

δ × =

         t is increased by 1.5% i.e. 
3100 1.5
2

t
t

δ × = =

Torsional rigidity, 2 4
8

( , , )
I l

N l t r
t r
π=

 implies      logN = log(8πI) + logl – 2logt – 4logr  …(1)
Taking differentials on both sides,

       2 4
l t rN

N t rl
δ δ δδ = − −

or     100 100 2 100
l tN

N tl
δ δ   δ × = × − ×         ( )4 100r

r
δ− ×

                      32 2 4 2 132= − − × − × = −

Hence N diminishes by 13% if with the above given percentage changes in l, r, t.

Example 62: At a distance of 50 metres from the foot of the tower the elevation of its top is
30°. If the possible errors in measuring the distance and elevation are 2 cm and 0.05 degrees,
find the approximate error in calculating the height.               [NITK, 2002; UPTech, 2004]

Solution: The given problem with h as height of the top
(point A) from the bottom (point B) and α the elevation of
the top with the ground is α° as explained in Fig. 4.5. From
the figure, it is apparant that height h is a function of the
elevation, α and the distance of point of elevation from
bottom, x, i.e.

           h(x, α) = x tanα …(1)

so that             δh = hxδx + hαδα = tanαδx + xsec2αδα     …(2)

For given  x = 50, 22 cm mt;
100

xδ = =  α = 30°, 50.05 radians,
100 180

πδα = ° =

                 
2

22 5 1 2 2 5(tan 30 ) 50 sec 30 50
100 100 180 3 100 3 100 180

h  π πδ = ° ⋅ + ⋅ ° ⋅ = + ⋅  

                      = 0.0116 + 0.0582 = 0.0698 ¾ 0.07 mts. = 7 cms.

Example 63: If the sides and angles of a triangle ABC vary in such a way that its circum-

radius remains constant. Prove that 0
cos cos cos

da db dc+ + =
A B C

A(top)

B(bottom)
x = 50 cm

α
C

h x =  tanα

Fig. 4.5
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1
1 ( , ),  0 1

1

n

nR h k f a h b k
n x y

+ ∂ ∂= + + θ + θ < θ < + ∂ ∂  …(2)

If this remainder Rn → 0 as h → ∞, then the Taylor’s Theorem becomes Taylor’s Infinite
series as:

   

2
1( , ) ( , ) ( , ) ( , )
2

f a h b k f a b h k f a b h k f a b
x y x y

   ∂ ∂ ∂ ∂+ + = + + + + + ……∞   ∂ ∂ ∂ ∂    …(3)

Proof: Let x = a + ht, y = b + kt, where t is the parameter which takes the values in the interval
[0, 1]. Define a function

               F(t) = f(x, y) = f(a + ht, b + kt) …(4)
Then by chain rule on (1),

            ( ) ( )
f f f fdyd dxF t F' t h k

dt x dt y dt x y

 ∂ ∂ ∂ ∂= = + = + ∂ ∂ ∂ ∂ 

Precisely,

    

2

1
1

( ) ,

( ) ,

....................................

....................................

( )
n

n

F' t h k fx y

F" t h k fx y

F t h k fx y

+
+

∂ ∂ = +  ∂ ∂ 


∂ ∂  = +  ∂ ∂  




∂ ∂  = + ∂ ∂  


…(5)

On using Taylor’s Theorem for functions of one variable, when t = 1, a = 0, we obtain

                11 1(1) (0) (0) (0) (0)
1

n nF F F' F F
n n

+= + + … + +
+ …(6)

where                = + +(1) ( , )F f a h b k

                      

+
+

= 
 ∂ ∂ = + ∂ ∂  
 ∂ ∂ = +   ∂ ∂ 
……………………………… ……………………………… 
 ∂ ∂ = + + θ + θ < θ < ∂ ∂  

2

1

1

(0) ( , )

(0) ( , )

(0) ( , )

(0) ( , ), 0 1
n

n

F f a b

F' f h k f a b
x y

F" h k f a b
x y

F h k f a h b k
x y

…(7)

With above values of F(1), F(0), F’(0), …, F(n + 1)(0), in (6), we get the Taylor’s Theorem for
functions of two variables given by equations (1) and (2) in the statement.

Preview from Notesale.co.uk

Page 61 of 92



Engineering Mathematics through Applications328

∴    
1 1
3 4( , ) log (1.03) (0.98) 1 (1,1) 0.03 (1,1) ( 0.02) (1,1)x yf x y f f f

   = + − + + − + …    
;

                      
1 10 0.03 0.02 0.005 approx.
3 4

    = + − =     

ASSIGNMENT 8

1. Expand excosy about the point 1, 4
π   

 by Taylor’s Theorem.

2. Expand f(x, y) = sinxy in powers of (x – 1) and 2y π −  
 upto the second degree term.

3. If f(x, y) = tan–1xy, compute f(0.9, –1.2) approximately.
4. Expand sinx siny in powers of x and y as far as terms of third degree.
5. Expand ex·log(1 + y) in powers of x and y upto terms of third degree.    [PTU, 2009]

4.10 MAXIMA-MINIMA OF TWO FUNCTIONS

Definition: A function f(x, y) of two variables is said to be maximum at (a, b) if f(a + h, b +
k) – f(a, b) < 0 for sufficiently small positive or negative values of h and k, and minimum if
f(a + h, b + k) – f(a, b) > 0.

In other words, if f(a + h, b + k) – f(a, b) = ∆ is negative for small values of h, k, then f(a, b)
is a maximum and if f(a + h, b + k) – f(a, b) = ∆ is positive for small values of h, k, then f(a, b) is
minimum.

The points at which maximum or minimum values occur are also known as points of
extrema of critical points and the maximum and minimum values taken together are extreme
values of the function.

Observations:

1. A function f(x, y) may also attain its extreme values on the boundary.
2. The maxima-minima so defined are local relative maxima or local relative minima. Thus, a maximum

value may not be the greatest and minimum may not be the least of all the values of the function in any
finite region.

3. The greatest and smallest values attained by a function over the entire region including the boundary
are called global (absolute) maximum and global (absolute) minimum values of the function.
E.g. for a function z = f(x, y) say representing a dom, maximum value of z occurs at the top from where
surface descends in all directiosns. If z = f(x, y) represents the equation of a bowl, minimum is attained
at the bottom from where surface ascends in all directions. Otherwise, a maximum or minimum value
may form a ridge such that the surface ascends or descends in all directions.

Besides, there are points on the surfaces, from where surface rises for displacement in certain
directions and fall for displacement in the other directions, called saddle points.

Necessary Conditions for Having Extremum: fx(a, b) = 0 = fy(a, b).
By Taylor’s Theorem,

( ) ( )2 21( , ) ( , ) ( , ) ( , ) ( , ) 2 ( , ) ( , )
2x y xx xy yyf a h b k f a b h f a b k f a b h f a b hkf a b k f a b+ + = + + + + + + …  …(1)
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4.11 LAGRANGE�S METHOD OF UNDETERMINED MULIPLIERS: CONSTRAINED

MAXIMA-MINIMA

In many engineering and science problem it is desired to find extrema of a function of
several variables that are not all independent but are connected to one another by certain
conditions. In such cases, generally the conventional method becomes either very complex
or impracticable, then we employ an alternate method which is very easy in its approach,
called Lagrange’s method of undetermined multipliers. Another name of it viz. constrained
maxima-minima is very obvious as here the variables involved in the function of which
extreme values are to be obtained are linked to each other by certain relations which are to
be taken care in the process of finding extreme values.

Illustration: Say, if we want to find the Maximum and Minimum values of
                   u = f(x, y, z) …(1)

Consider function of three variables x, y, z which are connected by an implicit relation,
                    φ(x, y, z) = 0 …(2)

For function u to possess stationary values, it is necessary that

                 0, 0, 0u u u
x y z

∂ ∂ ∂= = =
∂ ∂ ∂ …(3)

∴     ( , , ) 0u u udx dy dz du x y z
x y z

∂ ∂ ∂+ + = =
∂ ∂ ∂ …(4)

Also from (2),

             0dx dy dz d
x y z

∂φ ∂φ ∂φ+ + = φ =
∂ ∂ ∂ …(5)

We see that (3) + λ(4) results in

               0u u udx dy dz
x x y y z z

 ∂φ ∂φ ∂φ∂ ∂ ∂   + λ + + λ + + λ =       ∂ ∂ ∂ ∂ ∂ ∂  …(6)

but this will hold true only if

                

0, ( )

0, ( )

0, ( )

u i
x x
u ii
y y

u iii
z z

∂φ∂ + λ = ∂ ∂
∂φ∂ + λ = ∂ ∂ 
∂φ∂ + λ = ∂ ∂

…(7)

whence these three equation of (7) taken together with (2) will determine those x, y, z and λ
for which u is a stationary.

Observation: Though this method is very simple in its approach, but it fails to determine the nature of the
stationary points whether they are points of maximum or minimum or saddle points.
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Solution: Let edges of the parallelopiped be 2x, 2y, 2z parallel to the coordinate axes so that
volume,

                   V = 8xyz …(1)

Our object is to maximise V(x, y, z) subject to the condition,

  
2 22 2 2 2

2 2 2 2 2 2
1   or    ( , , ) 1 0

y yx z x zx y z
a b c a b c

+ + = φ = + + − = …(2)

Define function,

         
22 2

2 2 2
( , , ) 8 1

yx zF x y z V xyz
a b c

 = + λφ = + λ + + −   …(3)

So that for stationary values,

                 

2

2

2

28 0       ( )

2
8 0      ( )

28 0     ( )

F xyz i
x a

yF xz ii
y b
F zxy iii
z c

∂ = + λ = … ∂ ∂ = + λ = … ∂ 
∂ = + λ = … ∂ 

…(4)

Equating the values of λ from (i) and (ii); (i) and (iii), we get

                 
22 2 2

2 2 2 2
   and   

yx x z
a b a c

= =

implying thereby  
22 2

2 2 2
1 ;
3

yx z
a b c

= = =  
22 2

2 2 2
using 

yx z
a b c

 = =    in (2) …(5)

or  = = =, ,
3 3 3
a b cx y z

When x = 0, the parallelopiped mearly becomes a rectangular sheet and in that case the
volume, V = 0.

Hence V is maximum when Maxi
8, ,    and   8 .

3 3 3 3 3
a b c abcx y z V xyz= = = = =

Example 77: Find the maximum value of the function cosA cosB cosC.

Solution: If A, B, C are the angles of a triangle ABC, then
                  A + B + C = 180° (an implicit relation) …(1)

For                    f (A, B, C) = cosAcosBcosC, …(2)
define Lagrange’s function,

      F(A, B, C) = f + λφ = cosA cosB cosC + λ(A + B + C – π) …(3)
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Alternately: By Conventional Method;

                   

2

2
2 3( )    or   

3 3 3

x hVh x h V xhV x y x xy xy
x x

 −    = + = + = = −          
…(5)

                   
1

2 2 2 2 24 4 4 ( 4 )
3

V xhS xy x x h x x h
x

 = + + = − + +   …(6)

Thus by elimination of y, surface area S has been made a function of two variables x and
h only.

Now for minimum surface area, Sx = 0 = Sh.

Therefore, 
2

2 2
2 2 2

1 4( , ) 4 4 0
3 4x

xS x h V h x h
x x h

  = − ⋅ − + + + =      +
…(7)

and             2 2

4 4( , ) 0
3 4h

xhS x h x
x h

= − + =
+ …(8)

From(8)     2 2
4 4 03 4

xhx
x h

− + =
+ or (x2 + 4h2) = 9h2 or 5x h=

Putting 5x h=  into (7),

                  
2

2 2
2

4 4 53 0, as 
3 3 3 3
h h hx y h h V x y

x h
       − + − + + = = +              

or                  
4 4 54 3 0   or   4 2 0 .
3 3 3 2

hy h h h h y h y− − − + + = − − = ⇒ =

ASSIGNMENT 9

1. Find the maximum and minimum values of

(i)
3 3a axy

x y
+ + (ii) 2(x2 – y2) – x4 + y4                              [NIT Kurukshetra, 2005]

2. Find the minimum value of x2 + y2 + z2, given that ax + by + cz = p
3. Find the dimensions of a rectangle box without top with a given capacity so that the

material used is minimum.
4. Determine the maxima of the function given by u = (x + 1)(y + 1)(z + 1)

subject to the condition xaybzc = k.
[Hint: Take log of both functions]

5. Divide 24 into three parts such that the continued product of the first, square of the
second and the cube of the third may be maximum.

6. Given x + y + z = a, find the maximum value of xm yn zp.  [KUK, NIT Kurukshetra, 2004]
7. Find the point on the surface z2 = xy + 1 nearest to the origin.
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By Leibnitz’s Rule 1,

         
0 0

( ) sin (sin )
ax ax

F md e mx edx mx dx
dm m x m x

∞ ∞− −
= =∂   ∂ ⋅  ∂ ∂∫ ∫

                      
00

(cos ) cos  
ax

axex mx dx e mx dx
x

∞ − ∞
−= =∫ ∫

                2 22 2
0

( cos sin )
( )

axdF e aa mx m mx
dm a ma m

∞
− 

= − + =  +− +  
…(2)

2 20
cos  using ( cos sin )

( )

ax
ax bx dx ee a bx b bx

a b

∞
=

 
+ + ∫

Integrating both sides with respect to x,

               1 1
2 2

1 1( ) tan tan ,  0m mF m a dx a C C a
a m a a a

− − = = + = + >  +∫ …(3)

When m = 0;   1from (3), (0) tan 0
from (1), (0) 0

F C C
F

− = + =
= 

implying C = 0

∴ 1

0

sin tan .
axe mx mdx

x a

∞ −
−=∫

Example 84: Prove that 
x

axe e dx ax

∞ −
−− = +∫0

(1 ) log(1 ),  (a > – 1)

Solution: Let 
0

(1 )
x

axI e e dx
x

∞ −
−= −∫ …(1)

so that         
00 0

(1 ) ( )
x x

ax ax x axdI e ee dx e x dx e e dx
da a x x

∞ ∞− − ∞
− − − −= =∂  − ⋅ − =  ∂∫ ∫ ∫

                  
(1 )

(1 )

0
0

1 ,  1
(1 ) (1 )

a x
a xdI ee dx a

da a a

∞
∞ − +

− += =
 

= > − − + + ∫
On integration,

                    I = log (1 + a) + C …(2)

Now when a = 0 then
0

from (2), log(1 0)

from (1), (1 1) 0
x

I C C

eI dx
x

∞ −

= + + =

= − =



∫  thereby implying C = 0

∴           I = log (1 + a), a > – 1.

Example 85: Show that ( )/ ( )
dx

y x
y

x

22

2
0

log 1 sin
1 1

sin

π
= π

+
+ −∫ [NIT Kurukshetra, 2002]
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