
For the rarer case of right truncated data, the likelihood of x is 
𝑓(𝑥)

Pr(𝑋 > 𝑑)
=

𝑓(𝑥)

𝐹(𝑢)
 

Where for the expression on the right side we are assuming that X is a continuous random 
variable. 

- Combination of censoring and truncation:  

Data that are both left truncated and right censored have likelihood 
𝑆(𝑢)

𝑆(𝑑)
. 

Grouped data that are between d and 𝑐𝑗  in the presence of truncation at d has likelihood 
𝐹(𝑐𝑗)−𝐹(𝑑)

1−𝐹(𝑑)
. 

 
Likelihood formulas for the uncombined cases 

Discrete distribution, individual data 𝑝𝑥  
Continuous distribution, individual data 𝑓(𝑥)  
Grouped data 𝐹(𝑐𝑗) − 𝐹(𝑐𝑗−1)  

Individual data censored from above at u 1 − 𝐹(𝑢) for censored observations 
Individual data censored from below at d 𝐹(𝑑) for censored observations 
Individual data truncated from above at u 𝑓(𝑥)

𝐹(𝑢)
 

Individual data truncated from below at d 𝑓(𝑥)

1 − 𝐹(𝑑)
 

 
Kaplan-Meier estimator (Product limit estimator) 

1. Formula 

𝑆𝑛(𝑡) = ∏ (1 −
𝑠𝑖

𝑟𝑖
) , 𝑦𝑗−1 ≤ 𝑡 ≤ 𝑦𝑗  

𝑗−1

𝑖=1

 

𝑝(𝑥) = {
𝑆𝑛(𝑦𝑗−1) − 𝑆𝑛(𝑦𝑗), 𝑥 = 𝑦𝑗 ,   1 ≤ 𝑖 ≤ 𝑘

0,                                                     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
 

- Discrete failure rate function: For a discrete random variable that has nonzero probability only 
for a set of values 𝑦𝑗 , 

ℎ(𝑦𝑗) = Pr(𝑌 = 𝑦𝑗|𝑌 ≥ 𝑦𝑗) =
𝑝(𝑦𝑗)

𝑆(𝑦𝑗−1)
, 1 ≤ 𝑗 ≤ 𝑘 

- Hazard rate function for a continuous distribution,  

ℎ(𝑥) =
𝑓(𝑥)

𝑆(𝑥)
 

𝑝(𝑦𝑗) = 𝑆(𝑦𝑗−1) − 𝑆(𝑦𝑗) 

ℎ(𝑦𝑗) = 1 −
𝑆(𝑦𝑗)

𝑆(𝑦𝑗−1)
 

𝑆(𝑦𝑗) = ∏ (1 − ℎ(𝑦𝑗))

𝑗

𝑖=1

 

𝑝(𝑦𝑗) = 𝑆(𝑦𝑗−1) − 𝑆(𝑦𝑗) = ∏ (1 − ℎ(𝑦𝑗))

𝑗−1

𝑖=1

− ∏ (1 − ℎ(𝑦𝑗))

𝑗

𝑖=1

= ∏ (1 − ℎ(𝑦𝑗)) (1 − (1 − ℎ(𝑦𝑗)))

𝑗−1

𝑖=1

= ℎ(𝑦𝑗) ∏ (1 − ℎ(𝑦𝑗))

𝑗−1

𝑖=1
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