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Example: If 

































75

32

10

21

 then ,
7312

5201
AA

 

Properties of Transpose of a Matrix 

       If BA   and denote the transposes of A and B respectively, then 

(a)   A  

A i.e., the transpose of the transpose of a matrix is the matrix itself. 

(b)   B A 


 BA i.e., the transpose of the sum of two matrices is equal to the 

sum of their transposes. 

(c)   AB  


AB i.e., the transpose of the product of two matrices is equal to the 

product of their transposes taken in the reverse order. 

 

1.5: Symmetric Matrix 

 

          A square matrix  ijaA  is said to be symmetric if AA  i.e., if the transpose of the matrix 

is equal to the matrix itself. 

Thus, for a symmetric matrix   jiij aa  ,aA ij . 

Example : 

































cfg

fbh

gha

,

463

652

321

are symmetric matrices . 

       1.6: Skew-Symmetric Matrix  

  

A square matrix  ijaA  is said to be symmetric if AA  i.e., if the transpose of the matrix 

is equal to the negative of the matrix. 

Thus,  for a symmetric matrix   jiij aa  ,aA ij . 

         Putting j=i, i. aaaa iiiiiiii  allfor  0or 02  Thus, all diagonal elements of a skew-

symmetric matrix are zero. 

Example : 













































0

0

0

,

013

102

320

fg

fh

gh

are skew-symmetric matrices. 
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             is the conjugate transpose of A. 

        
 

            Solution: 























ii

i

i

A

2431

3

52

 
 

                               
 

























ii

i

i

A

2431

3

52

A 

 

 

                                



































ii

ii

ii

i

i

AA
245

3132

2431

3

52

 

 

                           )say(

30551719

551086

17198630

  B

ii

ii

ii


























                                                

























30551719

551086

17198630

 Now  

ii

ii

ii

B
 

                       B

ii

ii

ii

BB 

























30551719

551086

17198630

    

 

                                 Hence AAB  is a Hermitian matrix.  

 

                Example 2: If A and B are Hermitian, show that AB-BA is skew-Hermitian.
 

 

                Solution: A and B are Hermitian BBAA    and  

                               Now      
BAABBAAB   

                                 BAABABBABAAB  
 

                              BAAB  is skew-Hermitian.  

 

 

               Example3: If A is a skew-Hermitian matrix, then show that iA is Hermitian.
 

 

                Solution: A is a skew- Hermitian matrix  AA  
 

                               Now      iAAiAiiA  
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















































044

422

4222

941

322

41222

A  

ii

iii

iii

ii

ii

ii

 

 

              Example 6: Show that the matrix 













11

11

3

1
A  

i

i
 is unitary. 

            Solution: Given 













11

11

3

1
A  

i

i

 

                                         

  













11

11

3

1
A  

i

i
A

 

                             Now .
10

01

30

03

3

1

11

11

11

11

3

1
  I

i

i

i

i
AA 












































 

                           

.AA   Similarly  I

  

                          

.AA I  AA  

                               Hence A is unitary. 

                  

Example 7: If 













021

210
N  

i

i
 is a matrix, then find    1

 


 NI I-N and show that it 

is a unitary matrix.  

                   Solution: Given   

                               















021

210
N  

i

i

 

                                         Also  

                                            

.
10

01
I  










  

                                              Now    













121

211
  

i

i
I-N   

                         













121

211
  

i

i
NI

 

                         

  6411
121

211
  2 




 i

i

i
NI

 

                             

  













121

211
NI Adj  

i

i
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  Properties of Inverse of a Matrix 

 

  (1) Inverse of A exists only if 0A i.e. A is non-singular matrix.  

  (2) Inverse of a matrix is unique.  

  (3) Inverse of a `product is the product of inverses in the reverse order 

i.e., (AB)-1=B-1A-1 

   (4) Transposition and inverse are commutative i.e.,(A-1)T  = (AT)-1,  (A-1)-1=A. 

Example1: Find the inverse of A by Gauss-Jordan method where 

                 



















653

542

321

A  

Solution : Writing A=IA  i.e., 

               A



































100

010

001

653

542

321

  

              By R21(-2),R31(-3),we get  

               A









































103

012

001

310

100

321

 

          By R23 A









































012

103

001

100

310

321

  

         By  R13(3) ,R23(-3) A













































012

133

035

100

010

021

  

         By  R2(-1) ,R3(-1) A









































012

133

035

100

010

021
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 (4)  Let   A be any matrix (square or rectangular).From this matrix A, delete all columns 

and rows leaving a certain p columns and p rows. Now if p > 1, then the elements which 

have been left, constitute a square matrix of order p. The determinant of this square matrix 

is called a minor of A of order p. 

1.13 Nullity of a matrix 

           Let A be a square matrix of order n and if the rank of A is r, then n-r is called the nullity of the 

matrix A and is usually denoted by N (A). 

Thus, Nullity of A i.e. N(A) = Number of column – Rank of A = n- r 

Example 1: Find the rank and nullity of the following matrices: 

         

033

742

021

















A

 

Solution: 

 

         

033

742

021

















A  

         0-7

033

742

021



















 A  

Rank of A = 3 and Nullity N(A) = 3-3 = 0. 

 Example 2: Find the rank and nullity of the following matrices: 

 

         

852

531

321

















A

 

Solution:

 

         

852

531

321

















A
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Determine the rank of the following matrices by reducing to Echelon form: 

Example 1 : Determine the rank of the following matrices by reducing to Echelon form: 

 

         

5.112

648

324



















A  

Solution:  Apply elementary row operations on A 

                   By R21(-2), R31(1/2)   ~

 
















000

000

324

 

                   The number of non-zero row is one. So the rank of A is one.  

 

Example 2:

 

       

333

222

111

  B,

10132

230

451



































A  

Find rank of A, rank of B, rank of A+B, rank of AB and rank of BA. 

Solution:

                       

     

10132

230

451

















A  

                              By R31(-2) ~

 
















230

230

451

 

                              By R32(-1) ~

 
















000

230

451

 

         Rank of A is 2 since the number of non-zero rows is 2. 
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               

1000

0100

2110

7931

A  

121

011-

001

  

0000

0010

0001

post2,1 4232



























































CC  

Thus I2=PAQ where  

2.A  ofRank ,  

1000

0100

2110

7931

Q , 

121

011-

001

 P 











































  

Example 2: Find the non-singular matrices P and Q such that the normal form of A is PAQ where  

              

113

111

111















 

A  .Hence find the rank     

Solution: Consider A3X3 = I 3X3 A 3X3 I3X3 

           

100

010

001

A  

100

010

001

   

113

111

111

















































 

 

             

100

010

111

A  

100

010

001

   

443

221

001

post),1(,1 3121



















































CC  

             

100

010

111

A  

103-

011-

001

   

440

220

001

pre),3(,1 3121



















































 RR  

           

100

010

111

A  

4

1
0

4

3-

0
2

1

2

1
-

001

   

110

110

001

pre),
4

1
(,

2

1
32

































































RR  
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Example 4: Prove that the following equations are consistent and solve   

.19928,553,942  zyxzyxzyx

 

 Solution:  The matrix equation AX=B is given by    























































19

5

9

928

513

142

 

z

y

x

 

(1) 

 

 






















19:

5:

9:

928

513

142

B:A 

 

 

   




























17:

4:

9:

13140

651

142

~4,1 3121 RR

 

 



























17:

9:

4:

13140

102

651

~ 12R

 

 

 




























17:

17:

4:

13140

13140

651

~2 21R

 

 

 














 





0:

17:

4:

000

13140

651

~1 32R

 

 

 














 





0:
14

17:

4:

000
14

1310

651

~
14

1 2R

 

 

which is in Echelon form.⸫ Rank of [A:B] =2=Rank of A < Number of unknowns. 

 

 

⸫ The given equations are consistent and have infinite many solutions. The equations (1) 

becomes 















 







































0
14

17

4

000
14

1310

651

 

z

y

x
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 
    .,14/1713,14/2919   value)(arbitraryk z Taking

.
14

17
14

13,465

kzkykx

zyzyx





 

 

Example 5:  

equations  the, of  values that whatProve   

  zyxzyxzyx 2,1032,6

 Have (i) no solution (ii) a unique solution (iii) infinite many solutions. 

Solution: The matrix equation AX=B is given by 





















































10

6

21

321

111

 

z

y

x

 

 

 

(1) 

 


















 :

10:

6:

21

321

111

B:A 

 

 

   




















10:

4:

6:

300

210

111

~1,1R 3221



R

 

 

Now consider the following cases: 

Case I. If  3 ,then Rank of A = Rank of [A:B]=3=Number of unknowns. 

Hence in this case the equations are consistent and will have a unique solution. 

Case II. If  10,3   ,then Rank of A = Rank of [A:B]= 2 < 3 (Number of unknowns). 

Hence in this case the equations are consistent and will have infinite many solutions. 

Case III. If  10,3   ,then Rank of A = 2,Rank of [A:B]= 3. Therefore ,Rank of A≠ Rank 

of [A:B]. 

Hence in this case the equations are inconsistent and have no solution. 

Example 6:  

equations  the, of  values that whatProve   

2104,42,1   zyxzyxzyx

 

Preview from Notesale.co.uk

Page 53 of 88



KIET GROUP OF INSTITUTIONS, DELHI NCR, GHAZIABAD 
 

56 
 

Solution: The given system of equations is homogeneous and hence it is consistent. 

Here .0

43126

2264

1132

AX 











































z

y

x

w

 

 

 

 

      (1) 

























43126

2264

1132

A  

 

 

 

 

 

 

 

 ⸫ Rank of A=2 < Number of unknowns,(n=4). 

The system of equations is consistent  and have infinite many solutions. 

Here n-rank of A = 4-2=2. 

Hence arbitrary values will be given to two unknowns. 

Now equation (1) becomes .0

0000

1030

1132

AX 









































z

y

x

w

 

03,032  zxzyxw  

.
2

1
,

3

1
then ,, If 1221 kwkxkzky 

  

Example 9: Show that the equations :    

.2,2,2 czyxbzyxazyx   









































1030

1030

1132

~
7

1
,

4

1
 32 RR

   
























70210

40120

1132

~3,2 3121 RR
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Then geometrically each vector on the line through the origin determined by X gets mapped back 

onto the same line under multiplication by A. The algebraic eigen value problem consists of 

determination of such vectors X, known as eigen vectors, such scalars  , known as eigen values. 

Thus the finding of non-zero vectors that get mapped into scalar multiples of themselves under a 

linear operator are most important in the study of vibrations of beams, probability (Markov 

process), Economics (Leontief model),genetics, quantum mechanics, population dynamics and 

geometry. For example in a mechanical system, they represent the normal modes of vibration.  

Eigen values 

If A is a square matrix of order n, we can form the matrix I.-A  where    

is a scalar and I is the unit matrix of order n.The determinant of this matrix equated to zero,i.e., 

0

...

............

...

...

-A  

21

22221

11211



















nnnn

n

n

aaa

aaa

aaa

I  

 

 

is called the characteristic equation of A. 

On expanding the determinant, the characteristic equation can be written as a polynomial 

equation of degree n in 

   .0.........1- form  theof   2

2

1

1  

n

nnnn
kkk   

The roots of this equation are called characteristic roots or latent roots or eigenvalues of A. 

Eigen vectors 

Consider the linear transformation Y= AX 

 

(1) 

that transforms  the column vector X into the column vector Y. In practice, we are often required 

to find those vectors X which transform into scalar multiples of themselves. 

Let X be such a vector which transforms into scalar) zero -non a being (  X  

According to  the transformation (1). 

Then XY   

 

(2) 

From (1) and (2),   00  XIAIXAXXAX   (3) 

This matrix equation gives n homogeneous linear equations  

    

 

 

  

















0..............

...........................................................

0......

0.....

2211

2222121

1212111

nnnnn

nn

nn

xaxaxa

xaxaxa

xaxaxa







 

 

 

(4) 

These equations will have a non-trivial solution only if the co-efficient matrix  (5) 
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    5,3,205230

500

620

413

















 

 

The eigen vector corresponding to eigen value 2  is given by

    020 11  XIAXIA   

 0

300

600

411

or  0

2500

6220

4123

3

2

1

3

2

1













































































x

x

x

x

x

x

 

 

 
 

  

   0

300

000

411

~2

3

2

1

23 



































x

x

x

R  

 

 0

000

300

411

~

3

2

1

23 

































x

x

x

R

 

 

1233321 .0or x 03,04 xxxxxx 

 

 

2.for or eigen vect  theis ,

0

1

1

1 

















 X

 

 

The eigen vector corresponding to eigen value 3  is given by

    030 22  XIAXIA   

 0

200

610

410

or  0

3500

6320

4133

3

2

1

3

2

1













































































x

x

x

x

x

x

 

 

.02x , 06,04 33232  xxxx
 

 

Solving these equations, we have   

 say1,0,0 123  xxx
 

3.for or eigen vect  theis,

0

0

1

2 

















 X
 

 

 

 

The eigen vector corresponding to eigen value 5  is given by

    050 33  XIAXIA   

 0

000

630

412

or  0

5500

6520

4153

3

2

1

3

2

1

















































































x

x

x

x

x

x
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⇒ |
2 − 𝜆 1 1

0 1 − 𝜆 0
1 1 2 − 𝜆

| = 0 

On simplification,𝜆3 − 5𝜆2 + 7𝜆 − 3 = 0 

Now, to verify Cayley-Hamilton theorem we have to show that 

𝐴3 − 5𝐴2 + 7𝐴 − 3𝐼 = 𝑂                                                  (1) 

For 𝐴−1, Pre multiplying equation 1) by 𝐴−1 

𝐴−1(𝐴3 − 5𝐴2 + 7𝐴 − 3𝐼) = 𝐴−1𝑂 

⇒ 𝐴2 − 5𝐴 + 7𝐼 − 3𝐴−1 = 𝑂 

⇒ 3𝐴−1 = 𝐴2 − 5𝐴 + 7𝐼                                                       (2) 

Now,  𝐴2 = 𝐴. 𝐴 = [
2 1 1
0 1 0
1 1 2

] [
2 1 1
0 1 0
1 1 2

] = [
5 4 4
0 1 0
4 4 5

] 

From equation (2), 3𝐴−1 = [
5 4 4
0 1 0
4 4 5

] − 5 [
2 1 1
0 1 0
1 1 2

] + 7 [
1 0 0
0 1 0
0 0 1

] 

⇒ 3𝐴−1 = [
5 4 4
0 1 0
4 4 5

] − [
10 5 5
0 5 0
5 5 10

] + [
7 0 0
0 7 0
0 0 7

] = [
2 −1 −1
0  3 0

−1 −1 2
] 

⇒ 𝐴−1 =
1

3
[

2 −1 −1
0  3 0

−1 −1 2
] 

Now, 𝐴8 − 5𝐴7 + 7𝐴6 − 3𝐴5 + 𝐴4 − 5𝐴3 + 8𝐴2 − 2𝐴+I 

= 𝐴5(𝐴3 − 5𝐴2 + 7𝐴 − 3𝐼) + 𝐴4 − 5𝐴3 + 8𝐴2 − 2𝐴+I 

= 𝐴5(𝑂) + 𝐴4 − 5𝐴3 + 8𝐴2 − 2𝐴+I  .using equation (1) 

= 𝐴4 − 5𝐴3 + 8𝐴2 − 2𝐴+I 

= 𝐴4 − 5𝐴3 + 7𝐴2 − 3𝐴 + 𝐴2 + 𝐴+I 

= 𝐴(𝐴3 − 5𝐴2 + 7𝐴 − 3𝐼)+𝐴2 + 𝐴+I 

= 𝐴(𝑂)+𝐴2 + 𝐴+I  , using equation (*1) 

                                                           =𝐴2 + 𝐴+I 
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The modal matrix of A is 𝑀 = [
1 0 1
0 1 1

−1 −1 0
] 

And  𝐷 = [
1 0 0
0 1 0
0 0 3

] 

Now we have to find 𝑀−1: 

𝑀~𝐼 

[
𝟏 0 1
0 1 1

−1 −1 0
]~ [

1 0 0
0 1 0
0 0 1

]    , 𝑅3 → 𝑅3 + 𝑅1 

⇒ [
1 0 1
0 𝟏 1
0 −1 1

]~ [
1 0 0
0 1 0
1 0 1

]    , 𝑅3 → 𝑅3 + 𝑅2 

⇒ [
1 0 1
0 1 1
0 0 2

]~ [
1 0 0
0 1 0
1 1 1

]    , 𝑅3 →
𝑅3

2
 

⇒ [
1 0 1
0 1 1
0 0 𝟏

]~ [

1 0 0
0 1 0
1

2

1

2

1

2

]    , 𝑅1 → 𝑅1 − 𝑅3 , 𝑅2 → 𝑅2 − 𝑅3 

⇒ [
1 0 0
0 1 0
0 0 𝟏

]~

[
 
 
 
 
 

1

2

−1

2

−1

2
−1

2

1

2

−1

2
1

2

1

2

1

2 ]
 
 
 
 
 

 

⇒ 𝑀−1 =

[
 
 
 
 
 

1

2

−1

2

−1

2
−1

2

1

2

−1

2
1

2

1

2

1

2 ]
 
 
 
 
 

=
1

2
[

1 −1 −1
−1 1 −1
1 1 1

] 

We know that, 𝑀−1𝐴𝑀 = 𝐷 

Pre multiplying equation (α)  by 𝑀 and post multiplying by 𝑀−1 

𝑀(𝑀−1𝐴𝑀)𝑀−1 = 𝑀𝐷𝑀−1 
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