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Research Methodology:
An Introduction

MEANING OF RESEARCH \(

Research in common parlance refers to a search for know an also define research as
a scientific and systematic search for pertinent infor a Elelc topic. In fact, research is an
art of scientific mvestlgatlon The Advange é nary of Current English lays down the
meaning of research as “a careful %& or |nqu Iy through search for new facts in
any branch of knowledg @m ory Xa a “systematized effort to gain
new knowledge@q e conS|d a movement, a movement from the known to
the unk ually av ery We all possess the vital instinct of inquisitiveness
3?/\& unknow ré%gewe wonder and our inquisitiveness makes us probe and attain

| and fuller understan ing of tAe unknown. This inquisitiveness is the mother of all knowledge and
the method, which man employs for obtaining the knowledge of whatever the unknown, can be
termed as research.

Research is an academic activity and as such the term should be used in a technical sense.
According to Clifford Woody research comprises defining and redefining problems, formulating
hypothesis or suggested solutions; collecting, organising and evaluating data; making deductions and
reaching conclusions; and at last carefully testing the conclusions to determine whether they fit the
formulating hypothesis. D. Slesinger and M. Stephenson in the Encyclopaedia of Social Sciences
define research as “the manipulation of things, concepts or symbols for the purpose of generalising to
extend, correct or verify knowledge, whether that knowledge aids in construction of theory or in the
practice of an art®’Research is, thus, an original contribution to the existing stock of knowledge
making for its advancement. It is the persuit of truth with the help of study, observation, comparison
and experiment. In short, the search for knowledge through objective and systematic method of
finding solution to a problem is research. The systematic approach concerning generalisation and the
formulation of a theory is also research. As such the term ‘research’ refers to the systematic method

'The Advanced Learner’s Dictionary of Current Engli€xford, 1952, p. 1069.
2L.V. Redman and A.V.H. MoryThe Romance of Researdi®23, p.10.
3The Encyclopaedia of Social Sciencéd. IX, MacMillan, 1930.
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Decision-making may not be a part of research, but research certainly facilitates the decisions of the
policy maker. Government has also to chalk out programmes for dealing with all facets of the country’s
existence and most of these will be related directly or indirectly to economic conditions. The plight of
cultivators, the problems of big and small business and industry, working conditions, trade union
activities, the problems of distribution, even the size and nature of defence services are matters
requiring research. Thus, research is considered necessary with regard to the allocation of nation’s
resources. Another area in government, where research is necessary, is collecting information on the
economic and social structure of the nation. Such information indicates what is happening in the
economy and what changes are taking place. Collecting such statistical information is by no means a
routine task, but it involves a variety of research problems. These day nearly all governments maintain
large staff of research technicians or experts to carry on this work. Thus, in the context of government,
research as a tool to economic policy has three distinct phases of operation, viz., (i) investigation of
economic structure through continual compilation of facts; (ii) diagnosis of events that are taking
place and the analysis of the forces underlying them; and (iii) the prognosis, i.e., the prediction of
future developments.

Research has its special significance in solving various operational and planning problems
of business and industr@perations research and market research, along with mqtivational research,
are considered crucial and their results assist, in more than one Way, in tirg%@siness decisions.

Market research is the investigation of the structure and dev. I et for the purpose of
formulating efficient policies for purchasing, productlon a % rations research refers to the
application of mathematical, logical and an Iyt| o the solution of business problems of
cost minimisation or of profit maximisation e ter optimisation problems. Motivational
research of determining a as they a I ncerned with market characteristics.
In other words, itis ¢ ﬁ e e o ations underlying the consumer (market)
behawourﬂg@ eo great V% busmess and industry who are responsible for
Pi ecisi regard to demand and market factors has great utility in
b

ss. Given knowl re demand, it is generally not difficult for a firm, or for an industry
to adjust its supply schedule within the limits of its projected capacity. Market analysis has become
an integral tool of business policy these days. Business budgeting, which ultimately results in a
projected profit and loss account, is based mainly on sales estimates which in turn depends on
business research. Once sales forecasting is done, efficient production and investment programmes
can be set up around which are grouped the purchasing and financing plans. Research, thus, replaces
intuitive business decisions by more logical and scientific decisions.

Research is equally important for social scientists in studying social relationships and in
seeking answers to various social probleihgrovides the intellectual satisfaction of knowing a
few things just for the sake of knowledge and also has practical utility for the social scientist to know
for the sake of being able to do something better or in a more efficient manner. Research in social
sciences is concerned both with knowledge for its own sake and with knowledge for what it can
contribute to practical concerns. “This double emphasis is perhaps especially appropriate in the case
of social science. On the one hand, its responsibility as a science is to develop a body of principles
that make possible the understanding and prediction of the whole range of human interactions. On
the other hand, because of its social orientation, it is increasingly being looked to for practical guidance
in solving immediate problems of human relatiohs.”

6Marie Jahoda, Morton Deutsch and Stuart W. C&ssearch Methods in Social Relatiops4.
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In addition to what has been stated above, the significance of research can also be understood
keeping in view the following points:

(a) To those students who are to write a master’s or Ph.D. thesis, research may mean a
careerism or a way to attain a high position in the social structure;

(b) To professionals in research methodology, research may mean a source of livelihood;
(c) To philosophers and thinkers, research may mean the outlet for new ideas and insights;

(d) To literary men and women, research may mean the development of new styles and creative
work;

(e) To analysts and intellectuals, research may mean the generalisations of new theories.
Thus, research is the fountain of knowledge for the sake of knowledge and an important source
of providing guidelines for solving different business, governmental and social problems. Itis a sort of
formal training which enables one to understand the new developments in one’s field in a better way.

Research Methods versus Methodology

It seems appropriate at this juncture to explain the difference between resea%hods and research

methodologyResearch methodsay be understood as all those met c es that are used
for conduction of researcResearch methods or technlqueh a ods thegearchers

*At times, a distinction is also made between reseal research methods. Researchrefehbiques
the behaviour and instruments we use in perforﬁ peratlon ch as making observations, recording data,
techniques of processing data and th ethoasfer t the S%and instruments used in selecting and
constructing research techniq x , the dlfferen o s and techniques of data collection can better
be understood frem 1he . ils ninthe follop)tg ar

e L Techniques

. Recording of notes, Content analysis, Tape and Film listening and
Research records analysis.
(ii) Analysis of documents Statistical compilations and manipulations, reference and abstract
guides, contents analysis.
2. Field (i) Non-participant direct Observational behavioural scales, use of score cards, etc.
Research observation
(ii) Participant observation Interactional recording, possible use of tape recorders, photo graphic
techniques.
(iif) Mass observation Recording mass behaviour, interview using independent observers in
public places.
(iv) Mail questionnaire Identification of social and economic background of respondents.
(v) Opinionnaire Use of attitude scales, projective techniques, use of sociometric scales.
(vi) Personal interview Interviewer uses a detailed schedule with open and closed questions.
(vii) Focused interview Interviewer focuses attention upon a given experience and its effects.
(viii) Group interview Small groups of respondents are interviewed simultaneously.
(ix) Telephone survey Used as a survey technique for information and for discerning
opinion; may also be used as a follow up of questionnaire.
(x) Case study and life history Cross sectional collection of data for intensive analysis, longitudinal
collection of data of intensive character.
3. Laboratory Small group study of random Use of audio-visual recording devices, use of observers, etc.

Research  behaviour, play and role analysis

From what has been stated above, we can say that methods are more general. It is the methods that generate techniques.
However, in practice, the two terms are taken as interchangeable and when we talk of research methods we do, by
implication, include research technigues within their compass.
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city’s 200 drugstores in a certain way constitutes a sample design. Samples can be either probability
samples or non-probability samples. With probability samples each element has a known probability
of being included in the sample but the non-probability samples do not allow the researcher to determine

this pro

bability. Probability samples are those based on simple random sampling, systematic sampling,

stratified sampling, cluster/area sampling whereas non-probability samples are those based on
convenience sampling, judgement sampling and quota sampling techniques. A brief mention of the
important sample designs is as follows:

() Deliberate samplingDeliberate sampling is also known as purposive or non-probability

(i

Py

(i)

sampling. This sampling method involves purposive or deliberate selection of particular
units of the universe for constituting a sample which represents the universe. When population
elements are selected for inclusion in the sample based on the ease of access, it can be
called convenience samplindf a researcher wishes to secure data from, say, gasoline
buyers, he may select a fixed number of petrol stations and may conduct interviews at
these stations. This would be an example of convenience sample of gasoline buyers. At
times such a procedure may give very biased results particularly when the population is not
homogeneous. On the other handjudgement samplinthe researcher’s judgement is

used for selecting items which he considers as representative of the popylation. For example,
a judgement sample of college students might be taken to sec eﬁ&\{s to a new method
of teaching. Judgement sampling is used quite freq éy ative research where the
desire happens to be to develop hypotheses \1 tb generalise to larger populations.

Simple random samplindrhis t |s aI known as chance sampling or
probability sampling Wh ver i %)opulatlon has an equal chance of
inclusion in the ch one o ﬁ mples, in case of finite universe, has
the sa abhity of belng xample, if we have to select a sample of 300

@s univers 0 s then we can put the names or numbers of all the

00 items ega per and conduct a lottery. Using the random number tables is

another metho f random sampling. To select the sample, each item is assigned a number
from 1 to 15,000. Then, 300 five digit random numbers are selected from the table. To do
this we select some random starting point and then a systematic pattern is used in proceeding
through the table. We might start in the 4th row, second column and proceed down the
column to the bottom of the table and then move to the top of the next column to the right.
When a number exceeds the limit of the numbers in the frame, in our case over 15,000, it is
simply passed over and the next number selected that does fall within the relevant range.
Since the numbers were placed in the table in a completely random fashion, the resulting
sample is random. This procedure gives each item an equal probability of being selected. In
case of infinite population, the selection of each item in a random sample is controlled by
the same probability and that successive selections are independent of one another.

Systematic samplindn some instances the most practical way of sampling is to select
every 15th name on a list, every 10th house on one side of a street and so on. Sampling of
this type is known as systematic sampling. An element of randomness is usually introduced
into this kind of sampling by using random numbers to pick up the unit with which to start.
This procedure is useful when sampling frame is available in the form of a list. In such a
design the selection process starts by picking some random point in the list and then every
nth element is selected until the desired number is secured.
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(iv)

Stratified samplingltf the population from which a sample is to be drawn does not constitute

a homogeneous group, then stratified sampling technique is applied so as to obtain a
representative sample. In this technique, the population is stratified into a number of non-
overlapping subpopulations or strata and sample items are selected from each stratum. If
the items selected from each stratum is based on simple random sampling the entire procedure,
first stratification and then simple random sampling, is knowtrasfied random sampling

(v) Quota samplingtn stratified sampling the cost of taking random samples from individual

(vi)

Py

(vii)

(i)

strata is often so expensive that interviewers are simply given quota to be filled from
different strata, the actual selection of items for sample being left to the interviewer’s
judgement. This is called quota sampling. The size of the quota for each stratum is generally
proportionate to the size of that stratum in the population. Quota sampling is thus an important
form of non-probability sampling. Quota samples generally happen to be judgement samples
rather than random samples.

Cluster sampling and area samplingluster sampling involves grouping the population
and then selecting the groups or the clusters rather than individual elements for inclusion in
the sample. Suppose some departmental store wishes to sample its credit card holders. It
has issued its cards to 15,000 customers. The sample size is to be ket y 450. For cluster
sampling this list of 15,000 card holders could be formed intg 10 rs of 150 card
holders each. Three clusters might then be select andomly The sample
size must often be larger than the simple r d&e& to ensure the same level of
ential for order bias and other sources

accuracy because is cluster sam |
of error is usually accentua rlng ap can, however, make the sampling
procedure reIaU&&/@ crease % f field work, specially in the case

of pexsonw 3
é;si] is qwt% t?g er sampllng and is often talked about when the total
e

raphical t happens to be big one. Under area sampling we first divide
the total areal r of smaller non-overlapping areas, generally called geographical
clusters, then a number of these smaller areas are randomly selected, and all units in these
small areas are included in the sample. Area sampling is specially helpful where we do not
have the list of the population concerned. It also makes the field interviewing more efficient
since interviewer can do many interviews at each location.

Multi-stage samplingThis is a further development of the idea of cluster sampling. This
technique is meant for big inquiries extending to a considerably large geographical area like
an entire country. Under multi-stage sampling the first stage may be to select large primary
sampling units such as states, then districts, then towns and finally certain families within
towns. If the technique of random-sampling is applied at all stages, the sampling procedure
is described as multi-stage random sampling.

Sequential samplingEhis is somewhat a complex sample design where the ultimate size
of the sample is not fixed in advance but is determined according to mathematical decisions
on the basis of information yielded as survey progresses. This design is usually adopted
under acceptance sampling plan in the context of statistical quality control.

In practice, several of the methods of sampling described above may well be used in the same
study in which case it can be called mixed sampling. It may be pointed out here that normally one



Defining the Research Problem

In research process, the first and foremost step happens to be that of selecting and properly defining
aresearch problem.* A researcher must find the problem and formulate it so that it becomes susceptible
to research. Like a medical doctor, a researcher must examine all the symptom§ (presented to him or
observed by him) concerning a problem before he can diagnose co ct&)\gefme a problem
correctly, a researcher must know: what a problem is? \ 6

WHAT IS A RESEARCH PROBLEM? Note
A research problem, i % e@ efers to &nﬁ‘fch/’)mch a researcher experiences in the
el

cal or pra n and wants to obtain a solution for the same.

context of ei I&eﬁ1
L@*w ta %r% es exist if the following conditions are met with:
) Trere mus 5360 AR

There must b al (or a group or an organisation), let us ddltd whom the
problem can be attributed. The individual or the organisation, as the case may be, occupies
an environment, say\’, which is defined by values of the uncontrolled variab‘i@as,

(i) There must be at least two courses of actionGandC,, to be pursued. A course of
action is defined by one or more values of the controlled variables. For example, the number
of items purchased at a specified time is said to be one course of action.

(i) There must be at least two possible outcomesOsandO,, of the course of action, of
which one should be preferable to the other. In other words, this means that there must be
at least one outcome that the researcher wants, i.e., an objective.

(iv) The courses of action available must provides some chance of obtaining the objective, but
they cannot provide the same chance, otherwise the choice would not matter. Thus, if
P (Oj [1, C. N) represents the probability that an outccibpwill occur, if seIectCj in N,
then P(Q,| 1, C;, N)# P(Q| I, G, N). In simple words, we can say that the choices
must have unequal efficiencies for the desired outcomes.
*\We talk of a research problem or hypothesis in case of descriptive or hypothesis testing research studies. Exploratory
or formulative research studies do not start with a problem or hypothesis, their problem is to find a problem or the

hypothesis to be tested. One should make a clear statement to this effect. This aspect has been dealt with in chapter entitled
“Research Design”.
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one in terms of the available data and resources and is also analytically meaningful. All this results in
a well defined research problem that is not only meaningful from an operational point of view, but is
equally capable of paving the way for the development of working hypotheses and for means of
solving the problem itself.

Questions

1. Describe fully the techniques of defining a research problem.
2. Whatis research problem? Define the main issues which should receive the attention of the researcher in
formulating the research problem. Give suitable examples to elucidate your points.
(Raj. Uni. EAFM, M. Phil. Exan1979

3. How do you define a research problem? Give three examples to illustrate your answer.
(Raj. Uni. EAFM, M. Phil. Exan1978

4. What is the necessity of defining a research problem? Explain.
5. Write short notes on:

(a) Experience survey;
(b) Pilot survey; \(
(¢) Components of a research problem; \ CO

(d) Rephrasing the research problem.

6. “The task of defining the research pro @xo%ws a se tial pattern”. Explain.
7. "Knowing what data a a@) es ton % problem itself as well as the technique
that m|ght be E%Dé und ment in the context of defining a research

probI

? ‘Vr@ henﬁ %@ as of defining a research problem”.
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(b) the observational desigwhich relates to the conditions under which the observations
are to be made;

(c) the statistical designvhich concerns with the question of how many items are to be
observed and how the information and data gathered are to be analysed; and

(d) the operational desigwhich deals with the techniques by which the procedures specified
in the sampling, statistical and observational designs can be carried out.

From what has been stated above, we can state the important features of a research design as
under:

() It is a plan that specifies the sources and types of information relevant to the research
problem.

(i) Itis astrategy specifying which approach will be used for gathering and analysing the data.

(i) It also includes the time and cost budgets since most studies are done under these two
constraints.

In brief, research design must, at least, contain—(a) a clear statement of the research problem;
(b) procedures and techniques to be used for gathering information; (c) the popylation to be studied;
and (d) methods to be used in processing and analysing data. p‘(

e.C

NEED FOR RESEARCH DESIGN 5 \
Research design is needed becau NQ‘% SmMQotk g of the various research operations,
thereby making research %ﬂ‘ mossmle y|eI g formation with minimal expenditure
of effort, tlmea )ﬁl sforb ical and attractive construction of a house, we
need a at is co he map of the house) well thought out and prepared by
? hltect si @@R a research design or a plan in advance of data collection and

alysis for our resear pr e esearch design stands for advance planning of the methods to be

adopted for collecting the relevant data and the techniques to be used in their analysis, keeping in
view the objective of the research and the availability of staff, time and money. Preparation of the
research design should be done with great care as any error in it may upset the entire project.
Research design, in fact, has a great bearing on the reliability of the results arrived at and as such
constitutes the firm foundation of the entire edifice of the research work.

Even then the need for a well thought out research design is at times not realised by many. The
importance which this problem deserves is not given to it. As a result many researches do not serve
the purpose for which they are undertaken. In fact, they may even give misleading conclusions.
Thoughtlessness in designing the research project may result in rendering the research exercise
futile. It is, therefore, imperative that an efficient and appropriate design must be prepared before
starting research operations. The design helps the researcher to organize his ideas in a form whereby
it will be possible for him to look for flaws and inadequacies. Such a design can even be given to
others for their comments and critical evaluation. In the absence of such a course of action, it will be
difficult for the critic to provide a comprehensive review of the proposed study.
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bias and unreliability must be ensured. Whichever method is selected, questions must be well examined
and be made unambiguous; interviewers must be instructed not to express their own opinion; observers
must be trained so that they uniformly record a given item of behaviour. It is always desirable to pre-
test the data collection instruments before they are finally used for the study purposes. In other
words, we can say thastfuctured instrumentsare used in such studies.

In most of the descriptive/diagnostic studies the researcher takes out sample(s) and then wishes
to make statements about the population on the basis of the sample analysis or analyses. More often
than not, sample has to be designed. Different sample designs have been discussed in detail in a
separate chapter in this book. Here we may only mention that the problem of designing samples
should be tackled in such a fashion that the samples may yield accurate information with a minimum
amount of research effort. Usually one or more forms of probability sampling, or what is often
described as random sampling, are used.

To obtain data free from errors introduced by those responsible for collecting them, it is necessary
to supervise closely the staff of field workers as they collect and record information. Checks may be
set up to ensure that the data collecting staff perform their duty honestly and without prejudice. “As
data are collected, they should be examined for completeness, comprehensibility, consistency and

reliability.”?

The data collected must be processed and analysed. ThIS mcludes ﬁ%dmg the interview
replies, observations, etc.; tabulating the data; and perfor ical computations. To
the extent possible, the processing and analysi %vro g e planned in detail before actual

@S ther

work is started. This will prove economl aI esearcher may avoid unnecessary

labour such as preparing tables fo mds 0 use or on the other hand, re-doing
should be done carefully to avoid

some tables because h iRC de reIevan
error in codln.g ose t f coders needs to be checked. Similarly, the

accurac ay be c ng a sample of the tables re-done. In case of mechanical
I tlé materlal % ted data or information) must be entered on appropriate cards
ch is usually done holes corresponding to a given code. The accuracy of punching is
to be checked and ensured. Finally, statistical computations are needed and as such averages,
percentages and various coefficients must be worked out. Probability and sampling analysis may as
well be used. The appropriate statistical operations, along with the use of appropriate tests of
significance should be carried out to safeguard the drawing of conclusions concerning the study.

Last of all comes the question of reporting the findings. This is the task of communicating the
findings to others and the researcher must do it in an efficient manner. The layout of the report needs
to be well planned so that all things relating to the research study may be well presented in simple and
effective style.

Thus, the research design in case of descriptive/diagnostic studies is a comparative design throwing
light on all points narrated above and must be prepared keeping in view the objective(s) of the study
and the resources available. However, it must ensure the minimisation of bias and maximisation of
reliability of the evidence collected. The said design can be appropriately referred darasya
designsince it takes into account all the steps involved in a survey concerning a phenomenon to be
studied.

2Claire Selltizet al., op. cit.p. 74.



Research Design 39

The difference between research designs in respect of the above two types of research studies
can be conveniently summarised in tabular form as under:

Table 3.1
Type of study

Research Design Exploratory of Formulative Descriptive/Diagnostic

Overall design Flexible design (design must provide  Rigid design (design must make
opportunity for considering different  enough provision for protection
aspects of the problem) against bias and must maximise

reliability)

(i) Sampling design Non-probability sampling design Probability sampling design (random
(purposive or judgement sampling)| sampling)

(ii) Statistical design No pre-planned design for analysis Pre-planned design for analysis

(iii) Observational Unstructured instruments for Structured or well thought out

design collection of data instruments for co@ of data

(iv) Operational desigh ~ No fixed decisions about the vdn @cisions about

operational procedures n idhal procedures.

3. Research design in case m ng rese qu \Elypothesis-testing research
studies (generally known @/ tal sfudie A here the researcher tests the hypotheses
of causal rel wﬁ en variab g ies require procedures that will not only reduce
g\é eliability, awing inferences about causality. Usually experiments
X;\ equirement. é%en we talk of research design in such studies, we often mean the
deS|gn of experlments

Professor R.A. Fisher's name is associated with experimental designs. Beginning of such designs
was made by him when he was working at Rothamsted Experimental Station (Centre for Agricultural
Research in England). As such the study of experimental designs has its origin in agricultural research.
Professor Fisher found that by dividing agricultural fields or plots into different blocks and then by
conducting experiments in each of these blocks, whatever information is collected and inferences
drawn from them, happens to be more reliable. This fact inspired him to develop certain experimental
designs for testing hypotheses concerning scientific investigations. Today, the experimental designs
are being used in researches relating to phenomena of several disciplines. Since experimental designs
originated in the context of agricultural operations, we still use, though in a technical sense, several
terms of agriculture (such as treatment, yield, plot, block etc.) in experimental designs.

BASIC PRINCIPLES OF EXPERIMENTAL DESIGNS

Professor Fisher has enumerated three principles of experimental designs: (1) the Principle of
Replication; (2) the Principle of Randomization; and the (3) Principle of Local Control.
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6. Latin square design (L.S. desigris an experimental design very frequently used in agricultural
research. The conditions under which agricultural investigations are carried out are different from
those in other studies for nature plays an important role in agriculture. For instance, an experiment
has to be made through which the effects of five different varieties of fertilizers on the yield of a
certain crop, say wheat, it to be judged. In such a case the varying fertility of the soil in different
blocks in which the experiment has to be performed must be taken into consideration; otherwise the
results obtained may not be very dependable because the output happens to be the effect not only of
fertilizers, but it may also be the effect of fertility of soil. Similarly, there may be impact of varying
seeds on the yield. To overcome such difficulties, the L.S. design is used when there are two major
extraneous factors such as the varying soil fertility and varying seeds.

The Latin-square design is one wherein each fertilizer, in our example, appears five times but is
used only once in each row and in each column of the design. In other words, the treatmentsina L.S.
design are so allocated among the plots that no treatment occurs more than once in any one row or
any one column. The two blocking factors may be represented through rows and columns (one
through rows and the other through columns). The following is a diagrammatic form of such a design
in respect of, say, five types of fertilizers, viz., A, B, C, D and E and the two blocking factor viz., the

varying soil fertility and the varying seeds: \(
FERTILITY LEV\i_e CO ‘u

J,{D(

e\l\l -‘(Om \ A— A
Seedmﬁa X,|D|E|A|B]|C

Fig. 3.7
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The above diagram clearly shows that in a L.S. design the field is divided into as many blocks as
there are varieties of fertilizers and then each block is again divided into as many parts as there are
varieties of fertilizers in such a way that each of the fertilizer variety is used in each of the block
(whether column-wise or row-wise) only once. The analysis of the L.S. design is very similar to the
two-way ANOVA technique.

The merit of this experimental design is that it enables differences in fertility gradients in the field
to be eliminated in comparison to the effects of different varieties of fertilizers on the yield of the
crop. But this design suffers from one limitation, and it is that although each row and each column
represents equally all fertilizer varieties, there may be considerable difference in the row and column
means both up and across the field. This, in other words, means that in L.S. design we must assume
that there is no interaction between treatments and blocking factors. This defect can, however, be
removed by taking the means of rows and columns equal to the field mean by adjusting the results.
Another limitation of this design is that it requires number of rows, columns and treatments to be
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such a design the means for the columns provide the researcher with an estimate of the main effects
for treatments and the means for rows provide an estimate of the main effects for the levels. Such a
design also enables the researcher to determine the interaction between treatments and levels.

(i) Complex factorial designsExperiments with more than two factors at a time involve
the use of complex factorial designs. A design which considers three or more independent
variables simultaneously is called a complex factorial design. In case of three factors with
one experimental variable having two treatments and two control variables, each one of
which having two levels, the design used will be termed 2 x 2 x 2 complex factorial design
which will contain a total of eight cells as shown below in Fig. 3.13.

2 x 2 x 2 COMPLEX FACTORIAL DESIGN

Experimental Variable

Treatment A

Treatment B

Control Control Control Control
Variable Variable Variable Variable
2 2 2 2
Level | Level Il Level | Level Il uK
N
Level | | Celll Cell 3 Cell @\J .
Control |: —a\‘EB *
Variable 1 - Level Il Cell 2 Llf p 9 Cell 8

In Fig. 3.1¢4 @‘Nlaﬁxsentatlon
preV™ pag®

w?,w
‘8’7‘3”&

\

AO

design shown below.

Experimental Variable

Treatment

Treatment
B

v

Level |

Control Variable |

Level Il

Fig. 3.14
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Table 4.1
City number No. of departmental stores Cumulative total Sample
1 D D 0
2 7 5%
3 0 (6% a
4 22 A
5 70 164 110 160
6 28 192
7 26 218 210
8 19 237
9 26 263 260
10 66 329 310
1 37 366 360
12 4 410 410
13 33 443
14 2 472 \(
15 28 500 O U

\r\r

(vii) Sequential sampling: This sampling d e: i i@&@‘complex sample design. The ultimate
size of the sample under this technjqu gé din %e, but is determined according to
mathematical decision ru Qﬁﬁls flnform I eflas survey progresses. This is usually

adopted in cage of pt mplin @ xt of'statistical quality control. When a particular
% fa
t

lotis to be rejected on ingle sample, it is known as single sampling; when
P{) o eta (a'lg. wo samples, it is known as double sampling and in case the
d n rests on the@ Fore than two samples but the number of samples is certain and
decided in advance, the sampling is known as multiple sampling. But when the number of samples is
more than two but it is neither certain nor decided in advance, this type of system is often referred to

as sequential sampling. Thus, in brief, we can say that in sequential sampling, one can go on taking
samples one after another as long as one desires to do so.

CONCLUSION

From a brief description of the various sample designs presented above, we can say that normally
one should resort to simple random sampling because under it bias is generally eliminated and the
sampling error can be estimated. But purposive sampling is considered more appropriate when the
universe happens to be small and a known characteristic of it is to be studied intensively. There are
situations in real life under which sample designs other than simple random samples may be considered
better (say easier to obtain, cheaper or more informative) and as such the same may be used. In a
situation when random sampling is not possible, then we have to use necessarily a sampling design
other than random sampling. At times, several methods of sampling may well be used in the same
study.
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Questions

1. What do you mean by ‘Sample Design'? What points should be taken into consideration by a researcher
in developing a sample design for this research project.

2. How would you differentiate between simple random sampling and complex random sampling designs?
Explain clearly giving examples.

. Why probability sampling is generally preferred in comparison to non-probability sampling? Explain the
procedure of selecting a simple random sample.

4. Under what circumstances stratified random sampling design is considered appropriate? How would you
select such sample? Explain by means of an example.

5. Distinguish between:
(a) Restricted and unrestricted sampling;
(b) Convenience and purposive sampling;
(c) Systematic and stratified sampling;
(d) Cluster and area sampling.
6. Under what circumstances would you recommend:

(@) A probability sample? \(

(b) A non-probability sample? u
e.CO:

w

(c) A stratified sample?
(d) A cluster sample? \
7. Explain and illustrate the procedure of gel %ﬁw sample.
8. “A systematic bias results fro Cpsa in res”. What do you mean by such a
CAIF?)X- such a bias.

systematic bras’7 Des&f@ tant cause
. (@) The folo of de r sin 10 cities: 35, 27, 24, 32, 42, 30, 34, 40, 29 and 38.

If m ta sample g cmes as clusters and selecting within clusters proportional
P ow many ﬁ city should be chosen? (Use a starting point of 4).
(b)What sampling d be used to estimate the weight of a group of men and women?
10. A certain population is divided into five strata so tRat 2000,N, = 2000, = 1800N, = 1700, and
N, = 2500. Respective standard deviations are:= 1.6, 0,= 2.0,0;= 44,0,= 4805= 60
and further the expected sampling cost in the first two strata is Rs 4 per interview and in the remaining
three strata the sampling cost is Rs 6 per interview. How should a samplencf &i26é be allocated to
five strata if we adopt proportionate sampling design; if we adopt disproportionate sampling design
considering (i) only the differences in stratum variability (ii) differences in stratum variability as well as
the differences in stratum sampling costs.

©
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research problem and the judgement of the researcher. But one can certainly consider three types of
validity in this connection: (i) Content validity; (i) Criterion-related validity and (iii) Construct validity.

() Content validityis the extent to which a measuring instrument provides adequate coverage of
the topic under study. If the instrument contains a representative sample of the universe, the content
validity is good. Its determination is primarily judgemental and intuitive. It can also be determined by
using a panel of persons who shall judge how well the measuring instrument meets the standards, but
there is no numerical way to express it.

(i) Criterion-related validity relates to our ability to predict some outcome or estimate the existence
of some current condition. This form of validity reflects the success of measures used for some
empirical estimating purpose. The concerned criterion must possess the following qualities:

Relevance(A criterion is relevant if it is defined in terms we judge to be the proper measure.)

Freedom from bias{Freedom from bias is attained when the criterion gives each subject an equal
opportunity to score well.)

Reliability: (A reliable criterion is stable or reproducible.)
Availability: (The information specified by the criterion must be available.)

In fact, a Criterion-related validity is a broad term that actually refers mﬂ% validity
and(ii) Concurrent validity.The former refers to the usefulnegs of aﬁ cting some future
performance whereas the latter refers to the usefulnes sely relating to other measures
of known validity. Criterion- related vall ity j % e coefficient of correlation between
test scores and some measure of futur éxa e or e%en test scores and scores on another

measure of known valldlt

(i) Construct, vall t‘n@t com ract A measure is said to possess construct

validity q} at it confr correlatlons with other theoretical propositions.

?ié ity is th % |ch scores on a test can be accounted for by the explanatory
cts of a sound th etermining construct validity, we associate a set of other propositions

with the results received from using our measurement instrument. If measurements on our devised

scale correlate in a predicted way with these other propositions, we can conclude that there is some
construct validity.

If the above stated criteria and tests are met with, we may state that our measuring instrument
is valid and will result in correct measurement; otherwise we shall have to look for more information
and/or resort to exercise of judgement.

2. Test of Reliability

The test of reliability is another important test of sound measurement. A measuring instrument is
reliable if it provides consistent results. Reliable measuring instrument does contribute to validity, but
a reliable instrument need not be a valid instrument. For instance, a scale that consistently overweighs
objects by five kgs., is a reliable scale, but it does not give a valid measure of weight. But the other
way is nottrue i.e., a valid instrument is always reliable. Accordingly reliability is not as valuable as
validity, but it is easier to assess reliability in comparison to validity. If the quality of reliability is
satisfied by an instrument, then while using it we can be confident that the transient and situational
factors are not interfering.
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point and the third point indicates a higher degree as compared to the fourth and so on. Numbers for
measuring the distinctions of degree in the attitudes/opinions are, thus, assigned to individuals
corresponding to their scale-positions. All this is better understood when we talk about scaling
technique(s). Hence the term ‘scaling’ is applied to the procedures for attempting to determine
guantitative measures of subjective abstract concepts. Scaling has been defined as a “procedure for
the assignment of numbers (or other symbols) to a property of objects in order to impart some of the
characteristics of numbers to the properties in question.”

Scale Classification Bases

The number assigning procedures or the scaling procedures may be broadly classified on one or
more of the following bases: (a) subject orientation; (b) response form; (c) degree of subjectivity;
(d) scale properties; (e) number of dimensions and (f) scale construction techniques. We take up
each of these separately.

(a) Subject orientation: Under it a scale may be designed to measure characteristicsasihadent

who completes it or to judge the stimulus object which is presented to the respondent. In respect of
the former, we presume that the stimuli presented are sufficiently homogen xgthat the between-
stimuli variation is small as compared to the variation among respo AAe ter approach, we
ask the respondent to judge some specific object in terms \rg |menS|ons and we presume
that the between-respondent variation will be sm, @géa {0 the variation among the different
stimuli presented to respondents for Jud {

(b) Response form Und hm ssify %s categorical and comparative.

Categorical scale % ratin scg?(1 cales are used when a respondent scores

some object reference ects. Under comparative scales, which are also
cale s asked to compare two or more objects. In this sense the

r t may state t?ﬁ ectis superlor to the other or that three models of pen rank in order

1, 2 and 3. The essence of ranking is, in fact, a relative comparison of a certain property of two or

more objects.

(c) Degree of subjectivity: With this basis the scale data may be based on whether we measure

subjective personal preferences or simply make non-preference judgements. In the former case, the

respondent is asked to choose which person he favours or which solution he would like to see

employed, whereas in the latter case he is simply asked to judge which person is more effective in

some aspect or which solution will take fewer resources without reflecting any personal preference.

(d) Scale properties: Considering scale properties, one may classify the scales as nominal, ordinal,
interval and ratio scales. Nominal scales merely classify without indicating order, distance or unique
origin. Ordinal scales indicate magnitude relationships of ‘more than’ or ‘less than’, but indicate no
distance or unique origin. Interval scales have both order and distance values, but no unique origin.
Ratio scales possess all these features.

(e) Number of dimensions:In respect of this basis, scales can be classified as ‘unidimensional’
and ‘multidimensional’ scales. Under the former we measure only one attribute of the respondent or
object, whereas multidimensional scaling recognizes that an object might be described better by using
the concept of an attribute space of ‘n’ dimensions, rather than a single-dimension continuum.

3Bernard S. PhillipsSocial Research Strategy and Tactirs] ed., p. 205.
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minimises the dimensionality of the solution space. This approach utilises all the information in the
data in obtaining a solution. The data (i.e., the metric similarities of the objects) are often obtained on
a bipolar similarity scale on which pairs of objects are rated one at a time. If the data reflect exact
distances between real objects inratimensional space, their solution will reproduce the set of
interpoint distances. But as the true and real data are rarely available, we require random and
systematic procedures for obtaining a solution. Generally, the judged similarities among a set of
objects are statistically transformed into distances by placing those objects in a multidimensional
space of some dimensionality.

Thenon-metric approacfirst gathers the non-metric similarities by asking respondents to rank
order all possible pairs that can be obtained from a set of objects. Such non-metric data is then
transformed into some arbitrary metric space and then the solution is obtained by reducing the
dimensionality. In other words, this non-metric approach seeks “a representation of points in a space
of minimum dimensionality such that the rank order of the interpoint distances in the solution space
maximally corresponds to that of the data. This is achieved by requiring only that the distances in the
solution be monotone with the input datal’he non-metric approach has come into prominence
during the sixties with the coming into existence of high speed computers to generate metric solutions
for ordinal input data.

The significance of MDS lies in the fact that it enables the resear \éy “the perceptual
structure of a set of stimuli and the cognitive processes und ent of this structure.
Psychologists, for example, employ multldlmen5|o 9\ nlques in an effort to scale
psychophysical stimuli and to determine or the dimensions along which these
stimuli vary.”® The MDS techniques y Wlth ﬁm the data collection process to
specify the attribute(s) aI \Ws eral bran Q&. ticular product, may be compared
as ultimately the elf reve ute(s) that presumably underlie the expressed
relative sinil \ ng objec )‘f%_ is an important tool in attitude measurement and the
?r@ Iv gun great advance from a series of unidimensional measurements
( distribution of i ffeellng towards single attribute such as colour, taste or a preference

ranking with indeterminate mtervals), to a perceptual mapping in multidimensional space of objects ...
company images, advertisement brands, &tc.”

In spite of all the merits stated above, the MDS is not widely used because of the computation
complications involved under it. Many of its methods are quite laborious in terms of both the collection
of data and the subsequent analyses. However, some progress has been achieved (due to the pioneering
efforts of Paul Green and his associates) during the last few years in the use of non-metric MDS in
the context of market research problems. The techniques have been specifically applied in “finding
out the perceptual dimensions, and the spacing of stimuli along these dimensions, that people, use in
making judgements about the relative similarity of pairs of StimtiBuit, “in the long run, the worth
of MDS will be determined by the extent to which it advances the behavioral sciénces.”

9Robert Ferber (ed.lJandbook of Marketing Researgh, 3-51.
0 1bid., p. 3-52.

1G.B. Giles,Marketing p. 43.

2 Paul E. Greenminalyzing Multivariate Datap. 421.

13 Jum C. NunnallyPsychometric Theorp. 496.
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() Likert-type scale;
(d) Arbitrary scales;

(e) Multidimensional scaling (MDS).
9. Describe the different methods of scale construction, pointing out the merits and demerits of each.

10. “Scaling describes the procedures by which numbers are assigned to various degrees of opinion, attitude
and other concepts.” Discuss. Also point out the bases for scale classification.



Methods of Data Collection

The task of data collection begins after a research problem has been defined and research design/
plan chalked out. While deciding about the method of data collection to be used for the study, the

researcher should keep in mind two types of data viz., primary and secondam dataare
those which are collected afresh and for the first time, and thus ha to inal in character.
The secondary datagn the other hand, are those which ha 1 collected by someone

else and which have already been passed through a Tocess The researcher would have

to decide which sort of data he would be Si é$ mg) his study and accordingly he will

have to select one or the other coIIe t|o ethods of collecting primary and

secondary data differ si &Xta are to ected while in case of secondary
ction w

data the nature t of compilation. We describe the different

m@th@a\%ﬁon vﬁ@ cons of each method.

COLLECTION OF PRIMARY DATA

We collect primary data during the course of doing experiments in an experimental research but in
case we do research of the descriptive type and perform surveys, whether sample surveys or census
surveys, then we can obtain primary data either through observation or through direct communication
with respondents in one form or another or through personal interVighis. in other words, means

* An experiment refers to an investigation in which a factor or variable under test is isolated and its effect(s) measured.
In an experiment the investigator measures the effects of an experiment which he conducts intentionally. Survey refers to
the method of securing information concerning a phenomena under study from all or a selected number of respondents of
the concerned universe. In a survey, the investigator examines those phenomena which exist in the universe independent of
his action. The difference between an experiment and a survey can be depicted as under:

T can be studied through i determine

Possible relationships between the data and the unknowns in the universe

Economic Psychological Others
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that there are several methods of collecting primary data, particularly in surveys and descriptive
researches. Important ones are: (i) observation method, (ii) interview method, (iii) tuesgbnnaires,

(iv) through schedules, and (v) other methods which include (a) warranty cards; (b) distributor
audits; (c) pantry audits; (d) consumer panels; (e) using mechanical devices; (f) through projective
techniques; (g) depth interviews, and (h) content analysis. We briefly take up each method separately.

Observation Method

The observation method is the most commonly used method specially in studies relating to behavioural
sciences. In a way we all observe things around us, but this sort of observation is not scientific
observation. Observation becomes a scientific tool and the method of data collection for the researcher,
when it serves a formulated research purpose, is systematically planned and recorded and is subjected
to checks and controls on validity and reliability. Under the observation method, the information is
sought by way of investigator’s own direct observation without asking from the respondent. For
instance, in a study relating to consumer behaviour, the investigator instead of asking the brand of
wrist watch used by the respondent, may himself look at the watch. The main advantage of this
method is that subjective bias is eliminated, if observation is done accurately. Secgndly, the information
obtained under this method relates to what is currently happening' itis not c@éted by either the
past behaviour or future intentions or attitudes. Thirdly, this e p ent of respondents’
willingness to respond and as such is relatively less d |ve cooperation on the part of
respondents as happens to be the case& Wﬁ%e guestionnaire method. This method is
Jects

particularly suitable in studies wh %ondents) who are not capable of

giving verbal reports of t Y@ r dne reason
However, 0 hod has s Flrstly, itis an expensive method. Secondly,

a
the infor, v\. d by this thgﬁ_ mlted Thirdly, sometimes unforeseen factors may
e ob

P ﬁa t times, the fact that some people are rarely accessible to
ct observation cr? cle for this method to collect data effectively.

While using this method, the researcher should keep in mind things like: What should be observed?
How the observations should be recorded? Or how the accuracy of observation can be ensured? In
case the observation is characterised by a careful definition of the units to be observed, the style of
recording the observed information, standardised conditions of observation and the selection of pertinent
data of observation, then the observation is calledrastured observatioBut when observation
is to take place without these characteristics to be thought of in advance, the same iagermed
unstructured observatiorstructured observation is considered appropriate in descriptive studies,
whereas in an exploratory study the observational procedure is most likely to be relatively unstructured.

We often talk about participant and non-participant types of observation in the context of studies,
particularly of social sciences. This distinction depends upon the observer’s sharing or not sharing
the life of the group he is observing. If the observer observes by making himself, more or less, a
member of the group he is observing so that he can experience what the members of the group
experience, the observation is called agp#réicipant observatiorBut when the observer observes
as a detached emissary without any attempt on his part to experience through participation what
others feel, the observation of this type is often termetagarticipant observationi\When the
observer is observing in such a manner that his presence may be unknown to the people he is
observing, such an observation is describedisguised observation.
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the interviewer in a structured interview follows a rigid procedure laid down, asking questions in a
form and order prescribed. As against it,uhstructured intervieware characterised by a flexibility

of approach to questioning. Unstructured interviews do not follow a system of pre-determined
guestions and standardised techniques of recording information. In a non-structured interview, the
interviewer is allowed much greater freedom to ask, in case of need, supplementary questions or at
times he may omit certain questions if the situation so requires. He may even change the sequence
of questions. He has relatively greater freedom while recording the responses to include some aspects
and exclude others. But this sort of flexibility results in lack of comparability of one interview with
another and the analysis of unstructured responses becomes much more difficult and time-consuming
than that of the structured responses obtained in case of structured interviews. Unstructured interviews
also demand deep knowledge and greater skill on the part of the interviewer. Unstructured interview,
however, happens to be the central technique of collecting information in case of exploratory or
formulative research studies. But in case of descriptive studies, we quite often use the technique of
structured interview because of its being more economical, providing a safe basis for generalisation
and requiring relatively lesser skill on the part of the interviewer.

We may as well talk about focussed interview, clinical interview and the non-directive interview.
Focussed interviews meant to focus attention on the given experience of the fespondent and its
effects. Under it the interviewer has the freedom to decide the manner anxﬁ@nce in which the
questions would be asked and has also the freedom to explore rea ives. The main task of
the interviewer in case of a focussed interview is to confi i ent to a discussion of issues
with which he seeks conversance. Such_in ed generally in the development of
hypotheses and constitute a major type d |nterv jbal interviewis concerned

ﬁ{hatl ns orW|th
er it

with broad underlying fee (%1 ndividual’s life experience. The
method of ellcmn Stt e interviewer’s discretion. In case of
non-directjv ébmhe mterwewe(X‘ru nis S|mply to encourage the respondent to talk
m‘ opic in#rtum of direct questioning. The interviewer often acts as a
MI toa compre}‘?s ression of the respondents’ feelings and beliefs and of the frame of

reference within which such feelings and beliefs take on personal significance.

Despite the variations in interview-techniques, the major advantages and weaknesses of personal
interviews can be enumerated in a general way. The chief merits of the interview method are as
follows:

() More information and that too in greater depth can be obtained.

(i) Interviewer by his own skill can overcome the resistance, if any, of the respondents; the
interview method can be made to yield an almost perfect sample of the general population.

(i) There is greater flexibility under this method as the opportunity to restructure questions is
always there, specially in case of unstructured interviews.

(iv) Observation method can as well be applied to recording verbal answers to various questions.
(v) Personal information can as well be obtained easily under this method.

(vi) Samples can be controlled more effectively as there arises no difficulty of the missing
returns; non-response generally remains very low.
(vii) The interviewer can usually control which person(s) will answer the questions. This is not

possible in mailed questionnaire approach. If so desired, group discussions may also be
held.
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(xii) Case study technigues are indispensable for therapeutic and administrative purposes. They
are also of immense value in taking decisions regarding several management problems.
Case data are quite useful for diagnosis, therapy and other practical case problems.

Limitations: Important limitations of the case study method may as well be highlighted.

() Case situations are seldom comparable and as such the information gathered in case studies
is often not comparable. Since the subject under case study tells history in his own words,
logical concepts and units of scientific classification have to be read into it or out of it by the
investigator.

(i) Read Bain does not consider the case data as significant scientific data since they do not
provide knowledge of the “impersonal, universal, non-ethical, non-practical, repetitive aspects
of phenomena®'Real information is often not collected because the subjectivity of the
researcher does enter in the collection of information in a case study.

(i) The danger of false generalisation is always there in view of the fact that no set rules are
followed in collection of the information and only few units are studied.

(iv) It consumes more time and requires lot of expenditure. More time is needed under case
study method since one studies the natural history cycles of somal units gdthat too minutely.

(v) The case data are often vitiated because the subject, accor Bain, may write
what he thinks the investigator wants; and the greaﬁée a t, the more subjective the
whole process is.

(vi) Case study method is based ptlon hich may not be very realistic at

times, and as such th se subject to doubt.
(vii) Case study cé sed ere it is not possible to use it in case
I

mpllng |s e under a case study method.

P\/‘)a} nse o% n |mportant limitation of the case study method. He often

inks that h owledge of the unit and can himself answer about it. In case the
same is not true, then consequences follow. In fact, this is more the fault of the researcher
rather than that of the case method.

Conclusion: Despite the above stated limitations, we find that case studies are being undertaken in
several disciplines, particularly in sociology, as a tool of scientific research in view of the several
advantages indicated earlier. Most of the limitations can be removed if researchers are always
conscious of these and are well trained in the modern methods of collecting case data and in the
scientific techniques of assembling, classifying and processing the same. Besides, case studies, in
modern times, can be conducted in such a manner that the data are amenable to quantification and
statistical treatment. Possibly, this is also the reason why case studies are becoming popular day by day.

Question

1. Enumerate the different methods of collecting data. Which one is the most suitable for conducting
enquiry regarding family welfare programme in India? Explain its merits and demerits.

8Pauline V. Youngscientific social surveys and researph262.
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(vi) Surveys are concerned with hypothesis formulation and testing the analysis of the relationship

(vii)

between non-manipulated variables. Experimentation provides a method of hypothesis testing.
After experimenters define a problem, they propose a hypothesis. They then test the
hypothesis and confirm or disconfirm it in the light of the controlled variable relationship
that they have observed. The confirmation or rejection is always stated in terms of probability
rather than certainty. Experimentation, thus, is the most sophisticated, exacting and powerful
method for discovering and developing an organised body of knowledge. The ultimate
purpose of experimentation is to generalise the variable relationships so that they may be
applied outside the laboratory to a wider population of intérest.

Surveys may either be census or sample surveys. They may also be classified as social
surveys, economic surveys or public opinion surveys. Whatever be their type, the method
of data collection happens to be either observation, or interview or questionnaire/opinionnaire
or some projective technique(s). Case study method can as well be used. But in case of
experiments, data are collected from several readings of experiments.

(viii) In case of surveys, research design must be rigid, must make enough provision for protection

(ix)

()

against bias and must maximise reliability as the aim happens to be to obtain complete and
accurate information. Research design in case of experimental studie art reducing bias
and ensuring reliability, must permit drawing inferences about caus

Possible relationships between the data and the u ét “f; verse can be studied
through surveys where as experiments are R ermine such relationships.

Causal analysis is conS|dered I t| port in experiments where as in most

social and business surv, Iiesjn u ing and controlling relationships
between vanablf(@ h cor %ﬂuﬁﬁ elatively more important in surveys.

previ®l pge b

“John W. Best and James V. KahRgsearch in Educatidnsth ed., Prentice-Hall of India Pvt. Ltd., New Delhi, 1986,
p.111.
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Median(M) = Value o(n * 1)th item

Median is a positional average and is used only in the context of qualitative phenomena, for
example, in estimating intelligence, etc., which are often encountered in sociological fields. Median is
not useful where items need to be assigned relative importance and weights. It is not frequently used
in sampling statistics.

Modeis the most commonly or frequently occurring value in a series. The mode in a distribution
is that item around which there is maximum concentration. In general, mode is the size of the item
which has the maximum frequency, but at items such an item may not be mode on account of the
effect of the frequencies of the neighbouring items. Like median, mode is a positional average and is
not affected by the values of extreme items. it is, therefore, useful in all situations where we want to
eliminate the effect of extreme variations. Mode is particularly useful in the study of popular sizes.
For example, a manufacturer of shoes is usually interested in finding out the size most in demand so
that he may manufacture a larger quantity of that size. In other words, he wants a modal size to be
determined for median or mean size would not serve his purpose. but there are certain limitations of
mode as well. For example, it is not amenable to algebraic treatment and¢sgmetimes remains
indeterminate when we have two or more model values in a series. I %ed unsuitable in

cases where we want to give relative importance to |tems é at
Geometric mears also useful under certaln con U‘ ined asnttltneoot of the
product of the values @ftimes in a given “e@ y, we_can put it thus:

Geometric mean (or ¥dﬁ\ .‘ A.l
we\"‘e\;;éié%

n= number of items.
=ith value of the variablX
Tt = conventional product notation
For instance, the geometric mean of the numbers, 4, 6, and 9 is worked out as

G.M.=%469
=6
The most frequently used application of this average is in the determination of average per cent
of change i.e., it is often used in the preparation of index numbers or when we deal in ratios.
Harmonic means defined as the reciprocal of the average of reciprocals of the values of items
of a series. Symbolically, we can express it as under:

Harmonic mean (H.M.) = R RecX;

Rec.X; + RecX, +...+ RecX,
n

= Rec:
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Alternatively we can work out the partial correlation coefficients thus:

My Ty D

r
yX sz
\/1 B ryx \/1 B rX1)(2

and

My My Wy

e \/1_ e \/1_ o

These formulae of the alternative approach are based on simple coefficients of correlation (also
known as zero order coefficients since no variable is held constant when simple correlation coefficients
are worked out). The partial correlation coefficients are called first order coefficients when one
variable is held constant as shown above; they are known as second order coefficients when two
variables are held constant and so on.

ASSOCIATION IN CASE OF ATTRIBUTES

termed as statistics of attributes. It is not necessary t ay process only one attribute;
rather it would be found that the objects po one attribute. In such a situation our
interest may remain in knowing wheth utes a e&halated with each other or not. For

When data is collected on the basis of some attribute or a‘ét \@hﬁ\éstatlstlcs commonly

example, among a group may find that are inoculated against small-pox
and among the i |no dﬁ/&pg Observ &o them suffered from small-pox after inoculation.
The mpor&irlt WhICh ma anﬁﬁjl% bservation is regarding the efficiency of inoculation
will d We unity which it provides against small-pox. In other words,
may be intereste whether inoculation and immunity from small-pox are associated.
Technically, we say that the two attributes are associated if they appear together in a greater number

of cases than is to be expected if they are independent and not simply on the basis that they are
appearing together in a number of cases as is done in ordinary life.

The association may be positive or negative (negative association is also known as disassociation).
If class frequency oAB, symbolically written asAB), is greater than the expectatiorA®f being
together if they are independent, then we say the two attributes are positively associated; but if the
class frequency ofB is less than this expectation, the two attributes are said to be negatively
associated. In case the class frequen&Bi$ equal to expectation, the two attributes are considered
as independent i.e., are said to have no association. It can be put symbolically as shown hereunder:

A B
If (AB) > (_N) x % x N, thenAB are positively related/associated.

(B)

-2 x N x N, thenAB are negatively related/associated.

B
x (N) x N, then ABare independent i.e., have no association.

If (AB) <

Z\EZ:

If (AB) =
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‘economic barometers measuring the economic phenomenon in all its aspects either directly by
measuring the same phenomenon or indirectly by measuring something else which reflects upon the
main phenomenon.

But index numbers have their own limitations with which researcher must always keep himself
aware. For instance, index numbers are only approximate indicators and as such give only a fair idea
of changes but cannot give an accurate idea. Chances of error also remain at one point or the other
while constructing an index number but this does not diminish the utility of index numbers for they still
can indicate the trend of the phenomenon being measured. However, to avoid fallacious conclusions,
index numbers prepared for one purpose should not be used for other purposes or for the same
purpose at other places.

2. Time series analysis:n the context of economic and business researches, we may obtain quite
often data relating to some time period concerning a given phenomenon. Such data is labelled as
‘Time Series’. More clearly it can be stated that series of successive observations of the given
phenomenon over a period of time are referred to as time series. Such series are usually the result of
the effects of one or more of the following factors:

() Secular trendbr long term trend that shows the direction of the series in a long period of
time. The effect of trend (whether it happens to be a growth factor ecline factor) is
gradual, but extends more or less consistently throughoui:iQ & rndd of time under
consideration. Sometimes, secular trend is sim ‘ﬁj d (orT).

(i) Short time oscillationge., changes taki %éﬂ ort period of time only and such
changes can be the effect of t m ctors:

(a) Cycllcal qucﬂf@“)\are the flu ﬁm %sult of business cycles and are
ents that represent consistently recurring

\L decllnes i
% eason S) are of short duration occurring in a regular sequence at

specmc time. Such fluctuations are the result of changing seasons. Usually
these quctuatlons involve patterns of change within a year that tend to be repeated
from year to year. Cyclical fluctuations and seasonal fluctuations taken together
constitute short-period regular fluctuations.

(c) Irregular fluctuationgor 1), also known as Random fluctuations, are variations which
take place in a completely unpredictable fashion.

All these factors stated above are termed as components of time series and when we try to analyse
time series, we try to isolate and measure the effects of various types of these factors on a series. To
study the effect of one type of factor, the other type of factor is eliminated from the series. The given
series is, thus, left with the effects of one type of factor only.

For analysing time series, we usually have two models; (1) multiplicative model; and (2) additive
model. Multiplicative model assumes that the various components interact in a multiplicative manner
to produce the given values of the overall time series and can be stated as under:

Y=TxCxSx|
where

Y = observed values of time seri€s; Trend C = Cyclical fluctuationsS= Seasonal fluctuations,

| = Irregular fluctuations.
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certain level of significance is compared with the calculated valugah the sample data, and if
the latter is either equal to or exceeds, we infer that the null hypothesis cannot be accepted.

4. F distribution: If (051)2 and (asz)2 are the variances of two independent samples ofngize
andn, respectively taken from two independent normal populations, having the same variance,

2 2 _
(0,4) =(0,2), the ratio F =(0,)*/(0.,)*, where (o4)’ =3 (X - Xl)z/n1 -1 and
(0, =% (X5 - }_(z)z/n2 -1 has an Rlistribution with n— 1 anch, — 1 degrees of freedom.

F ratio is computed in a way that the larger variance is always in the numerator. Tables have been

prepared foF distribution that give critical values Bffor various values of degrees of freedom for
larger as well as smaller variances. The calculated vaki&oifn the sample data is compared with

the corresponding table valuefofand if the former is equal to or exceeds the latter, then we infer
that the null hypothesis of the variances being equal cannot be accepted. We shall make Bse of the
ratio in the context of hypothesis testing and also in the context of ANOVA technique.

5. Chi-square ()(2) distribution: Chi-square distribution is encountered Whe\rt(v‘ve deal with

collections of values that involve adding up squares. Variances of sa \IA 0 add a collection
of squared quantities and thus have distributions that are % square distribution. If we take

each one of a collection of sample variances the known population variance and

multiply these quotients byle 1) where m@%@v mber |n the sample, we shall obtain

a chi-square distribution. same distribution as chi-square

distribution ees of fre s are dlstrlbutlon is not symmetrical and all the
X% tive. One mu grees of freedom for using chi-square distribution. This
ibution may also t? mg the significance of difference between observed and expected

frequencies and also as a test of goodness of fit. The generalised sIXapiasnflbutlon depends

upon the d.f. and thd2 value is worked out as under:
2

Tables are there that give the value)(c%f for given d.f. which may be used with calculated value of

X2 for relevant d.f. at a desired level of significance for testing hypotheses. We will take it up in
detail in the chapter ‘Chi-square Test'.

CENTRAL LIMIT THEOREM

When sampling is from a normal population, the means of samples drawn from such a population are
themselves normally distributed. But when sampling is not from a normal population, the size of the

" This aspect has been dealt with in details in the context of testing of hypotheses later in this book.
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researcher usually makes these two types of estimates through sampling analysis. While making
estimates of population parameters, the researcher can give only the best point estimate or else he
shall have to speak in terms of intervals and probabilities for he can never estimate with certainty the
exact values of population parameters. Accordingly he must know the various properties of a good
estimator so that he can select appropriate estimators for his study. He must know that a good
estimator possesses the following properties:

() An estimator should on the average be equal to the value of the parameter being estimated.
This is popularly known as thgroperty of unbiasednessAn estimator is said to be
unbiased if the expected value of the estimator is equal to the parameter being estimated.

The sample mea(ﬂ_() is he most widely used estimator because of the fact that it provides
an unbiased estimate of the population mgan

(i) An estimator should have a relatively small variance. This means that the most efficient
estimator, among a group of unbiased estimators, is one which has the smallest variance.
This property is technically described as piieperty of efficiency

(i) An estimator should use as much as possible the information available from the sample.
This property is known as th@operty of sufficiency

(iv) An estimator should approach the value of population parameter as %ple size becomes
larger and larger. This property is referred to asptioperty
Keeping in view the above stated propertle
estimator(s) for his study. We may now
with reasonable accuracy the p o}

used concepts. m
“0 @%@) 0‘

ESTIM/é PU LATI

he point es@a ncerned, the sample Xidarthe best estimator of the population
mean M, and its sampting distribution, so long as the sample is sufficiently large, approximates the
normal distribution. If we know the sampling distributionXf, we can make statements about any
estimate that we may make from the sampling information. Assume that we take a sample of 36
students and find that the sample yields an arithmetic mean of 6.Xi=62. Replace these
student names on the population list and draw another sample of 36 randomly and let us assume that
we get a mean of 7.5 this time. Similarly a third sample may yield a mean of 6.9; fourth a mean of 6.7,
and so on. We go on drawing such samples till we accumulate a large number of means of samples
of 36. Each such sample mean is a separate point estimate of the population mean. When such
means are presented in the form of a distribution, the distribution happens to be quite close to normal.
This is a characteristic of a distribution of sample means (and also of other sample statistics). Even
if the population is not normal, the sample means drawn from that population are dispersed around
the parameter in a distribution that is generally close to normal; the mean of the distribution of sample
means is equal to the population mediis is true in case of large samples as per the dictates of the
central limit theorem. This relationship between a population distribution and a distribution of sample

her must select appropriate
hods which will enable us to estimate

t&%ulaﬂon proportion, the two widely

n and

5C. William Emory,Business Research Methogsl45
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n=36
X =40 years
o, =45 years
and the standard variate,for 95 per cent confidence is 1.96 (as per the normal curve area table).
Thus, 95 per cent confidence inteval for the mean age of population is:

= o
X+tz—=
Jn
or 40 +196 45
V36
or 40 + (1.96) (0.75)
or 40 + 147 years

[llustration 2

In a random selection of 64 of the 2400 intersections in a small city, the me \Qjmber of scooter
accidents per year was 3.2 and the sample standard deviation wa,

(1) Make an estimate of the standard dewanonéﬁ\@m on from the sample standard

deviation. ‘h
(2) Work out the standard er is finit
(3) Ifthe desired co ms 90;%’\ a’g Aﬁper and Iower limits of the confidence
r intersection per year?

mterva numbe:x,v

@t@ ven in ritten as under:
N=2400 (T hat population is finite)
n=64

X =32
o, =08

and the standard variatg {or 90 per cent confidence is 1.645 (as per the normal curve area table).
Now we can answer the given questions thus:

(1) The best point estimate of the standard deviation of the population is the standard deviation
of the sample itself.

Hence,
o,=0,=08
(2) Standard error of mean for the given finite population is as follows:

o N-n
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_ 08 [2400 - 64

- Joa 2400 - 1

_ 08 N 2336
" Jea V2399
=(0.1) (.97)
=.097
(3) 90 per cent confidence interval for the mean number of accidents per intersection per year
is as follows:
X+z s X N -
Jn N-1

=32 + (1645) (097)
=32 + 16 accidents per intersection.

When the sample size happens to be a large one or whe the wstandard deviation is
known, we use normal distribution for detemlnlng confi rﬁo or populatlon mean as stated
above. But how to handle estimation probl n standard deviation is not known and
the sample size is small (i.e., WhB &A a situ t|o dlstrlbutlon is not appropriate,
but we can USEdIS'[I’Ibu o se. We assume that population is
normal or appto aI Ther r utlon for each of the possible degrees of

dﬁ:ﬁ&ie]\ uskedlstrlb atlng a population mean, we work out the degrees of
s equal 1o gﬁans the size of the sample and then can look for cirtical value

|n thet-distributio table for appropriate degrees of freedom at a given level of significance. Let
us illustrate this by taking an example.

lllustration 3

The foreman oABC mining company has estimated the average quantity of iron ore extracted to be
36.8 tons per shift and the sample standard deviation to be 2.8 tons per shift, based upon a random
selection of 4 shifts. Construct a 90 per cent confidence interval around this estimate.

Solution: As the standard deviation of population is not known and the size of the sample is small, we
shall use-distribution for finding the required confidence interval about the population mean. The
given information can be written as under:

X =368 tons per shift

o, = 28 tons per shift
n=4
degrees of freedomr— 1 = 4 — 1 = 3 and the critical value tffor 90 per cent confidence interval
or at 10 per cent level of significance is 2.353 fakf3(as per the table tistribution).
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(Parametric or Standard Tests of Hypotheses)

Hypothesis is usually considered as the principal instrument in research. It gahn function is to

suggest new experiments and observations. In fact, many exper :&3 ied out with the

deliberate object of testing hypotheses. Decision-makers %f atlons wherein they are

interested in testing hypotheses on the basis of %’gﬁ tlon and then take decisions on the
owled

basis of such testing. In social science, f population parameter(s) is rare,
hypothesis testing is the often umg ecidin t%a sample data offer such support
for a hypothesis that ge n'be magle. Tgi% Is testing enables us to make probability
statements a aramet B,g— esis may not be proved absolutely, but in practice
as W|thst cri esting. Before we explain how hypotheses are tested
?.1 erent test purpose it will be appropriate to explain clearly the meaning of
ypothesis and the kelatéd concepts for better understanding of the hypothesis testing techniques.

WHAT IS A HYPOTHESIS?

Ordinarily, when one talks about hypothesis, one simply means a mere assumption or some supposition
to be proved or disproved. But for a researcher hypothesis is a formal question that he intends to
resolve. Thus a hypothesis may be defined as a proposition or a set of proposition set forth as an
explanation for the occurrence of some specified group of phenomena either asserted merely as a
provisional conjecture to guide some investigation or accepted as highly probable in the light of
established facts. Quite often a research hypothesis is a predictive statement, capable of being tested
by scientific methods, that relates an independent variable to some dependent variable. For example,
consider statements like the following ones:

“Students who receive counselling will show a greater increase in creativity than students not
receiving counselling” Or

“the automobiléA is performing as well as automobile B.”
These are hypotheses capable of being objectively verified and tested. Thus, we may conclude that

a hypothesis states what we are looking for and it is a proposition which can be put to a test to
determine its validity.
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when the sampling result (i.e., observed evidence) has a less than 0.05 probability of oc¢dyring if

is true. In other words, the 5 per cent level of significance means that researcher is willing to take as
much as a 5 per cent risk of rejecting the null hypothesis whelg) ih@ppens to be true. Thus the
significance level is the maximum value of the probability of reje¢finghen it is true and is usually
determined in advance before testing the hypothesis.

(c) Decision rule or test of hypothesi&iven a hypothesibl; and an alternative hypothesis,

we make a rule which is known as decision rule according to which we &taget, rejecH,) or

rejectH, (i.e., accepH,). For instance, ifH  is that a certain lot is good (there are very few
defective items in it) against ) that the lot is not good (there are too many defective items in it),
then we must decide the number of items to be tested and the criterion for accepting or rejecting the
hypothesis. We might test 10 items in the lot and plan our decision saying that if there are none or only
1 defective item among the 10, we will acceigtotherwise we will reject,, (or accepH,). This

sort of basis is known as decision rule.

(d) Type | and Type Il errorsin the context of testing of hypotheses, there are basically two types

of errors we can make. We may rejectvhenH_is true and we may accedf when in facH is

not true. The former is known as Type | error and the latter as Type Il error. In other words, Type |
error means rejection of hypothesis which should have been accepted and ¢Iype Il error means
accepting the hypothesis which should have been rejected. Type error |ﬁ e@lpha)

known asa error, also called the level of significance of te or is denot@d by
(beta) known ag error. In a tabular form the said tw & be presented as follows:

: noie 10
: (| 10 A=
P(e\,\e\l\l " L0 5 RejectH,

H, (t@ a\ ~ Correct Type | error
] decision (a error)
H, (false) Type Il error Correct
(B error) decision

The probability of Type | error is usually determined in advance and is understood as the level of
significance of testing the hypothesis. If type | error is fixed at 5 per cent, it means that there are
about 5 chances in 100 that we will rejeictwhenH is true. We can control Type | error just by
fixing it at a lower level. For instance, if we fix it at 1 per cent, we will say that the maximum
probability of committing Type | error would only be 0.01.

But with a fixed sample siza, when we try to reduce Type | error, the probability of committing
Type Il error increases. Both types of errors cannot be reduced simultaneously. There is a trade-off
between two types of errors which means that the probability of making one type of error can only
be reduced if we are willing to increase the probability of making the other type of error. To deal with
this trade-off in business situations, decision-makers decide the appropriate level of Type | error by
examining the costs or penalties attached to both types of errors. If Type | error involves the time and
trouble of reworking a batch of chemicals that should have been accepted, whereas Type Il error
means taking a chance that an entire group of users of this chemical compound will be poisoned, then



Testing of Hypotheses | 197

HYPOTHESIS TESTING OF MEANS

Mean of the population can be tested presuming different situations such as the population may be
normal or other than normal, it may be finite or infinite, sample size may be large or small, variance
of the population may be known or unknown and the alternative hypothesis may be two-sided or one-

sided. Our testing technique will differ in different situations. We may consider some of the important
situations.

1. Population normal, population infinite, sample size may be large or small but variance
of the population is known, Hnay be one-sided or two-sided

In such a situatiomtest is used for testing hypothesis of mean and the test statistic
worked our as under:

HHO
p/f

2. Population normal, population finite, sample size may be large or small but variance
of the population is known, Hnay be one-sided or two-sided

In such a situatiom-test is used and the test statigtis worked o der (using

finite population multiplier): O .
a\e ¢

d«f EAYO

3. Populw popul An mple size small and variance of the
é nknown e -sided or two-sided:
P ( In such a@@_ used and the test statisiic worked out as under:

——Wlthdf = 1
O'S/\/H 0=1

—\2
3 (X~ %)
(n-1)
4. Population normal, population finite, sample size small and variance of the population

unknown, and Hmay be one-sided or two-sided:

In such a situatiotrtest is used and the test statistiés worked out as under (using
finite population multiplier):

and Og =

—_ uHO

(N-n/(N-1)

t=

with d.f. = - 1)

kX\

(0/\/_)



Table 9.3: Names of Some Parametric Tests along with Test Situations and Test Statistics used in Context of Hypothesis Testing

statistic

Unknown Tessituation (Population Name of the test and the test statistic to be used
parameter characteristics and other

conditions. Random One sample \1 Two samples

sampling is assumed in all ‘\i‘\

situations along with d@@m Related

infinite population \ »

Pop nqa
1 \ O 4 5
Mean (L) Popul %m z- test alﬁ LQest for difference in means and the test
e (i. tic

preV'

)or popul 2&6“
var - -
?a@ _ X -y, - X1 = Xy

i L Z=

a,/Jn ot (L, L

o m
In cased, isnot is used when two samples are drawn from the
known, we use same population. In c&eg is not known, we use
o, inits place 0 412 in its place calculating
calculating
=\2 2
(X - X) _ (s1+D1)+”2( 52+D2)
Os =\———= Os120 =
n-1 Tll ar Tl2

Contd.

86T |

/<|60|opou1a|/\| yoleasay
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S. No. X Hypothesised mean D, = (X; - g, ) D?
my, = 578 kg.

5 572 578 -6 %

6 578 578 0 0

7 570 578 -8 64

8 572 578 -6 %

9 506 578 18 324

10 544 578 34 1156

n=10 > D, =-60 s D? =1816
0 A=Y D%(3y D)’ =1816(- 60° = 05044

Null hypothesis Ho: My, =578kg.

Alternate hypothesidia: My, # 578kg. %
As H_ is two-sided, the critical value éfstatistic from thé\- statlstl (T\b‘e 0. 10 given
in appendlx at the end of the book) far{1) i.e., 10-1 = I is 0.276. Computed
nS|gn|f|cant in the given case

value ofA (0.5044), being greater than 0.276 shm

and accordingly we accept, and concl strength of copper wire’ lot
maybe taken as578 kg. Welgejm in erenc adxstlc stands verified by

A-statistic. ?) O

lllustrati \e\l\l 2

!?A ant nea ’%gatlon at Falna has been having average sales of 500 tea cups per
ddy. Because of the d§vel t of bus stand nearby, it expects to increase its sales. During the first

12 days after the start of the bus stand, the daily sales were as under:

550, 570, 490, 615, 505, 580, 570, 460, 600, 580, 530, 526
On the basis of this sample information, can one conclude that Raju Restaurant’s sales have increased?
Use 5 per cent level of significance.
Solution: Taking the null hypothesis that sales average 500 tea cups per day and they have not
increased unless proved, we can write:

H, : 1 =500 cups per day

H,: 1 >500 (as we want to conclude that sales have increased).

As the sample size is small and the population standard deviation is not known, we stiefituse
assuming normal population and shall work out the test statistic

X_

M
05/\/5

(Tofind X andog we make the following computations:)

t =
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Table 9.7
Sample one Sample two
2 2
S.No. % X,=A  (X3-A) S.No. %, X=A  (Xz- A)
(A, =10) (A,=8)
1 12 2 4 1. 8 0 0
2 15 5 25 2. 10 2 4
3 11 1 1 3. 14 6 36
4 16 6 36 4, 10 2 4
5 14 4 16 5 13 5 25
6 14 4 16
7 16 6 36
n=7 3I(Xy- A)=28 3(X;-A) n=5  3(Xa=A)=15  3(Xz-A)
=134 =69

0 X, = A1+M 10+§—14\0éce60 .u\k

xz_A2+(.‘-\—&D A‘YX‘%

P(e\r\e\'\'z @&9

134-(29°1 7
=———72 — =36670unces
7-1
2 2
o2 = > (Xai = A) _[E(Xz - '%)] I'n
* (n- 1)
2
= iﬁ: 6 ounces
5-1
Hence, t= 14-11

(7-1(366%+(5 W& [1 1
\/ 7+5-2 V775
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Solution: Let the sales before campaign be represent¥dasl the sales after campaignYaand
then taking the null hypothesis that campaign does not bring any improvement in sales, we can write:

H,: 1y = H, which is equivalent to tedtl; : D=0

H,: My< M, (as we want to conclude that campaign has been a success).
Because of the matched pairs we use pditedt and work out the test statisticds under:

. D-0
0 it ./\/ﬁ
To find the value of, we first work out the mean and standard deviation of differences as under:
Table 9.9
Shops Sales before Sales after Difference Difference
campaign campaign squared
X \' D=X-Y 2
i i ( i i |) DI "
A 53 B 5 O U‘\
B 8 7. —\e ‘C "1
c a D Sa‘ 1
D 48 @O‘e 7 ie)
E D m A_fx_% B
e HOTo 4 ol = 9
Se !e SD =-21 sD?=121
0 p=2D-_21_ 34
n 6
—\2
5D’-(D)'th  [121-(-35°x 6
Gdlff = = = 308
n-1 6-1
Hence, t= —35-0 = 35 =-2784
308/6 1257

Degrees of freedom - 1)=6-1=5

AsH_is one-sided, we shall apply a one-tailed test (in the left tail beehisef less than type)

for determining the rejection region at 5 per cent level of significance which come to as under, using
table oft-distribution for 5 degrees of freedom:

R:t<-2.015

The observed value ofg — 2.784 which falls in the rejection region and thus, we rejeat 5
per cent level and conclude that sales promotional campaign has been a success.
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Solution: Using A-testUsingA-test, we work out the test statistic for the given problem as under:
_yD? 121
- 2 - 2
(XB)° (=29
SinceH_ in the given problem is one-sided, we shall apply one-tailed test. Accordingly, at 5%
level of significance the table value Afstatistic for § —1) or (6 —1) = 5 d.f. in the given case is
0.372 (as per table éf-statistic given in appendix). The computed valul,dieing 0.2744, is less

than this table value and as siehtatistic is significant. This means we should rejgdalternately
we should accept, ) and should infer that the sales promotional campaign has been a success.

=0.2744

HYPOTHESIS TESTING OF PROPORTIONS

In case of qualitative phenomena, we have data on the basis of presence or absence of an attribute(s).
With such data the sampling distribution may take the form of binomial probability distribution whose

mean would be equal t8 Up and standard deviation equal ﬁ Op Oq , wherep represents the

probability of success, represents the probability of failure such thatg =1 and1 ize of the
sample. Instead of taking mean number of successes and standar f the number of

successes, we may record the proportion of successes in n WhICh case the mean and

standard deviation (or the standard error) of the tfon may be obtained as follows:
Mean proportion of successe%({pN

and standar de?an 'csxe prop

Er{n%large the @ butlon tends to become normal distribution, and as such for
portion testing pur 0s make use of the test stataticnder:

p-
p Lo

n

©

Z=

where p is the sample proportion.

For testing of proportion, we formulakt andH_ and construct rejection region, presuming
normal approximation of the binomial distribution, for a predetermined level of significance and then
may judge the significance of the observed sample result. The following examples make all this quite
clear.

lllustration 13

A sample survey indicates that out of 3232 hirths, 1705 were boys and the rest were girls. Do these
figures confirm the hypothesis that the sex ratio is 50 : 50? Test at 5 per cent level of significance.

Solution: Starting from the null hypothesis that the sex ratio is 50 : 50 we may write:
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Solution: Let Hy: p = p (there is no difference between sample proportion and population proportion)

and H,: p # p (there is difference between the two proportions)
and on the basis of the given information, the test statisao be worked out as under:

20
N - 05

. b-P _ 100
N -n 2000- 100
— 05(95 —————
\/'OEq N \/( 199 (1002009

= —0'150 =7.143
0.021

As theH_ is two-sided, we shall determine the rejection regions applying two-tailed test at 5 per
cent level and the same works out to as under, using normal curve area table:

R:|z|>1.96
The observed value dfis 7.143 which is in the rejection region and as suc fteljeaodl
conclude that there is a significant difference between the proportion c@mu the college and

unlverS|ty
e\\e
HYPOTHESIS TESTING FOR COMP “)ﬁR ﬁgi—g

TO SOME HYPOTHESI§ VARI
ng a sa

The test we g\N %\ o some theoretical or hypothesised variance of
ent thamt he test we use for this purpose is known as chi-

s@ax tést and the t @@ symbollsen asknown as the chi-square value, is worked out.

The chi-square value to test the null hypothesis Ml@, = g2 » worked out as under:
2
2_ Og
=—(n-1
=5 (n-19)

where o2 = variance of the sample

0% = variance of the population

(n—1) = degree of freedom,being the number of items in the sample.

Then by comparing the calculated value st with its table value forn( — 1) degrees of
freedom at a given level of significance, we may either adtept reject it. If the calculated value

of X% is equal to or less than the table value, the null hypothesis is accepted; otherwise the null
hypothesis is rejected. This test is based on chi-square distribution which is not symmetrical and all
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context of analysis of variance. The following examples illustrate the Useest for testing the
equality of variances of two normal populations.

lllustration 19
Two random samples drawn from two normal populations are:

Samplel 20 16 26 27 23 22 18 24 25 19

Sample2 27 33 42 35 32 34 38 28 41 43 30 37

Test using variance ratio at 5 per cent and 1 per cent level of significance whether the two
populations have the same variances.

Solution: We take the null hypothesis that the two populations from where the samples have been

drawn have the same variances imo,: 0%1 = 0'%2 . From the sample data we work cnnil and

oﬁz as under:

Table 9.10

Sample 1 Sample 2
Xy (Xﬁ - )_(1) (X]j - X1)2 X gxﬂ: Xf)‘d%»%z
(<

20 -2 4 27 5 et 64
16 6 % O‘S v 4
2 4 O;&.(\ N 42 l 49
2 5 .‘ @-‘ Ac 0 0
= qelN A3 s
@\l\ e 2 a4 o -
P “PaY 2
24 2 P -7 9
% 3 9 vl 6 36
19 = 9 43 8 64
30 -5 %
37 2 4
—\2 = \2
S Xy = 220 S(Xy— X;) =120 3 Xy =420 (X5 - X,) =314
nl= 10 n2: 12
X, = 2 Xy _ 220 22: X, = 2 X 4—20:35
n 10 n, 12
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28.

29.

30.

eV 500

(i) A random sample from 200 villages was taken from Kanpur district and the average population per
village was found to be 420 with a standard deviation of 50. Another random sample of 200 villages from
the same district gave an average population of 480 per village with a standard deviation of 60. Is the
difference between the averages of the two samples statistically significant? Take 1% level of significance.
(ii) The means of the random samples of sizes 9 and 7 are 196.42 and 198.42 respectively. The sums of he
squares of the deviations from the mean are 26.94 and 18.73 respectively. Can the samples be constituted
to have been drawn from the same normal population? Use 5% level of significance.

A farmer grows crops on two fieldsandB. OnA he puts Rs. 10 worth of manure per acre arigiiRs 20

worth. The net returns per acre exclusive of the cost of manure on the two fields in the five years are:

Year 1 2 3 4 5
Field A, Rs peracre 34 28 42 37 a4
Field B, Rs peracre 36 33 48 33 50

Other things being equal, discuss the question whether itis likely to pay the farmer to continue the more
expensive dressing. Test at 5% level of significance.

ABC Company is considering a site for locating their another plant. The company insists that any
location they choose must have an average auto traffic of more than 2000 trucks per day passing the site.
They take a traffic sample of 20 days and find an average volume per day of 2140 with standard deviation

equal to 100 trucks.
Answer the following: u\(
@) If a =.05, should they purchase the site?

.
(i) If we assume the population mean to be 21 e@a\re

(o™ W

o O
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() First of all calculate the expected frequencies on the basis of given hypothesis or on the
basis of null hypothesis. Usually in case of a 2 x 2 or any contingency table, the expected
frequency for any given cell is worked out as under:

(Row total for the row of that cellx
(Column total for the column of that cell)

Expected frequency of any cel
P a y y (Grand total)

(i) Obtain the difference between observed and expected frequencies and find out the squares
of such differences i.e., calcula®,¢ E;)*

(i) Divide the quantity @ij— E“.)2 obtained as stated above by the corresponding expected

frequency to getQij— Eij)zlEij and this should be done for all the cell frequencies or the
group frequencies.

2
O - E
(iv) Find the summation ofd, — E )/E; values or what we caI{M. This is the
ij
requiredx2 value.
The X? value obtained as such should be compared with reIevan@bI then
. .
inference be drawn as stated above. C

.
We now give few examples to illustrate the {é@ﬁ-\e
lllustration 3 NO
Adie is thrown 132 time

Numbﬁ'\t 7D

X*

Y B S S b = v »n =
Is the die unbiasey™

Solution: Let us take the hypothesis that the die is unbiased. If that is so, the probability of obtaining
any one of the six numbers is 1/6 and as such the expected frequency of any one number coming
upward is 132 x1/6 = 22. Now we can write the observed frequencies along with expected frequencies

and work out the value c)t2 as follows:

Table 10.2
No. Observed Expected (G-E) (O-E)y (O-E)IE
turned frequency frequency
up Q E
1 16 2 ) 36 36/22
2 20 2 -2 4 4/22
3 25 2 3 9 9/22
4 14 2 -8 64 64/22
5 29 2 7 49 49/22
6 28 2 6 36 36/22




244 Research Methodologly

Hence, X=y~——"" =5554

Degrees of freedom =& 1) (r— 1)
=@B-1)(2-1)=2

The table value o> for two degrees of freedom at 5 per cent level of significance is 5.991.

The calculated value of® is much higher than this table value which means that the calculated

value cannot be said to have arisen just because of chance. It is significant. Hence, the hypothesis
does not hold good. This means that the sampling techniques adopted by two investigators differ and
are not similar. Naturally, then the technique of one must be superior than that of the other.

lllustration 8
Eight coins were tossed 256 times and the following results were obtained:
Numbers of heads 0 1 2 8 4 5 6 7 8
Frequency 2 6 30 52 67 56 32 1\\(
- - > U .
Are the coins biased? Us¢ test. \e C
Solution: Let us take the hypothesis that th ' %t lased. If that is so, the probability of any

one coin falling with head upward i t I upwa A‘ﬁmd it remains the same whatever
be the number of throwsﬁm se the exp etting 0, 1, 2, ... heads in a single
throw in 256 thr%W| S W”Z s foIFows

P(e\,\ aqe able 10.7

Evends or Expected frequencies
No. of heads
0 8
1) (1
0 8Co| = | | = | x256=1
<[] (3
1y (1Y
1 8c|Z ||| x256=8
()2
2 6
2 802(1) (;) x 256= 28

contd.

“The probabilities of random variable i.e., various possible events have been worked out on the binomial principle viz.,
through the expansion op (+ g)" wherep = 1/2 andg = 1/2 andn = 8 in the given case. The expansion of the term
"C, p' g™ has given the required probabilities which have been multiplied by 256 to obtain the expected frequencies.
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CONVERSION OF CHI-SQUARE INTO COEFFICIENT OF CONTINGENCY (C)

Chi-square value may also be converted into coefficient of contingency, especially in case of a
contingency table of higher order than 2 x 2 table to study the magnitude of the relation or the degree
of association between two attributes, as shown below:

2
c= |2
X" +N

While finding out the value o€ we proceed on the assumption of null hypothesis that the two
attributes are independent and exhibit no association. Coefficient of contingency is also known as
coefficient of Mean Square contingency. This measure also comes under the category of non-
parametric measure of relationship.

IMPORTANT CHARACTERISTICS OF X2 TEST

() This test (as a non-parametric test) is based on frequencies and not o\te parameters like
mean and standard deviation.

(i) The testis used for testing the hypothesis and is fLCOst mation.

(i) This test possesses the additive prope a& y “been explained.

(iv) This test can also be applied t Qﬂ&écontm %table with several classes and as
such is a very useful h Work

(v) This test is non-p etrQ t as no rigid assumptions are necessary in
pe of populatl n arameter values and relatively less mathematical

P \ @313 are mﬁ ég

CAUTION IN USING X’ TEST

The chi-square test is no doubt a most frequently used test, but its correct application is equally an
uphill task. It should be borne in mind that the test is to be applied only when the individual observations
of sample are independent which means that the occurrence of one individual observation (event)
has no effect upon the occurrence of any other observation (event) in the sample under consideration.
Small theoretical frequencies, if these occur in certain groups, should be dealt with under special
care. The other possible reasons concerning the improper application or misuse of this test can be (i)
neglect of frequencies of non-occurrence; (i) failure to equalise the sum of observed and the sum of
the expected frequencies; (iii) wrong determination of the degrees of freedom; (iv) wrong computations,
and the like. The researcher while applying this test must remain careful about all these things and
must thoroughly understand the rationale of this important test before using it and drawing inferences
in respect of his hypothesis.
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Later on Professor Snedecor and many others contributed to the development of this technique.
ANOVA is essentially a procedure for testing the difference among different groups of data for
homogeneity. “The essence of ANOVA is that the total amount of variation in a set of data is broken
down into two types, that amount which can be attributed to chance and that amount which can be
attributed to specified caus€sThere may be variation between samples and also within sample
items. ANOVA consists in splitting the variance for analytical purposes. Hence, it is a method of
analysing the variance to which a response is subject into its various components corresponding to
various sources of variation. Through this technique one can explain whether various varieties of
seeds or fertilizers or soils differ significantly so that a policy decision could be taken accordingly,
concerning a particular variety in the context of agriculture researches. Similarly, the differences in
various types of feed prepared for a particular class of animal or various types of drugs manufactured
for curing a specific disease may be studied and judged to be significant or not through the application
of ANOVA technique. Likewise, a manager of a big concern can analyse the performance of
various salesmen of his concern in order to know whether their performances differ significantly.

Thus, through ANOVA technique one can, in general, investigate any number of factors which
are hypothesized or said to influence the dependent variable. One may as well investigate the
differences amongst various categories within each of these factors which may,have a large number
of possible values. If we take only one factor and investigate the dlfferen ¥pngst its various
categories having numerous possible values, we are said VA and in case we
investigate two factors at the same time, then we use & A VA. In a two or more way

ANOVA, the interaction (i.e., inter-relation betwee ent variables/factors), if any, between
two independent variables affecting a de‘&/ able ch‘%lell be studied for better decisions.
THE BASIC PR E%YQOVQ

@ @}’muple for differences among the means of the populations by
eXamining the amou n within each of these samples, relative to the amount of variation
between the samples. In terms of variation within the given population, it is assumed that the values
of (X“.) differ from the mean of this population only because of random effectsi.e., there are influences
on (Xij) which are unexplainable, whereas in examining differences between populations we assume
that the difference between the mean oftin@opulation and the grand mean is attributable to what

is called a ‘specific factor’ or what is technically described as treatment effect. Thus while using
ANOVA, we assume that each of the samples is drawn from a normal population and that each of
these populations has the same variance. We also assume that all factors other than the one or more
being tested are effectively controlled. This, in other words, means that we assume the absence of
many factors that might affect our conclusions concerning the factor(s) to be studied.

In short, we have to make two estimates of population variance viz., one based on between
samples variance and the other based on within samples variance. Then the said two estimates of
population variance are compared whttest, wherein we work out.

_ Estimate of population variance based on between samples variance
Estimate of population variance based on within samples variance

*Donald L. Harnett and James L. Murphytroductory Statistical Analysis, p. 376.
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Source of variation SS d.f. MS Fratio 5% F-limit
. - 29.23 7.308
Interaction 29.23 4 _— et F(4,9)=3.63
4 0.389 4.9)
Within
samples 350 | (18-9)=9 2l
(Error) 9
=0.389
Total 76.28 | (18-1)=17

“These figures are left-over figures and have been obtained by subtracting from the column total the total of all other
value in the said column. Thus, interact®fr (76.28) — (28.77 + 14.78 + 3.50) = 29.23 and interaction degrees of freedom
=(17)-(2+2+9)=4.

The above table shows that all the thfetios are significant of 5% level which means that
the drugs act differently, different groups of people are affected differently and the interaction term
is significant. In fact, if the interaction term happens to be significant, it is pointless to talk about the
differences between various treatments i.e., differences between drugs or differences between
groups of people in the given case.

Graphic method of studying interaction in a two-way des@ﬂer ar\&s\‘udied in a

two-way design with repeated measurements through gn also For such a graph we
shall select one of the factors to be used ax{am e averages for all the samples

on the graph and connect the averageﬂ % ofﬁ‘ er factor by a distinct mark (or a
[

coloured line). If the connectm ross ov e then the graph indicates that there

is no interaction, but if cfoss, th nteraction or inter-relation between

the two facto M\Lra such a g a of illustration 3 of this chapter to see whether
\inl ction betw ctors viz., the drugs and the groups of people.

; Graph E the@ erages for amount of blood pressure reduction in millimeters of

mercury for different drugs and different groups of people.*

Y-axis Groups of
A People
21 A —
S® 19 cC———-
S 3 3
35 17
Qe r
g5 BT
= L
28 13
SE T
Qc 11
B= i
SE 9r
Qe i
T T T » X-axis
X Y V4
Drugs
Fig. 11.1

" Alternatively, the graph can be drawn by taking different group of peopleaais and drawing lines for various drugs
through the averages.
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Source of SS d.f. MS F-ratio 5%F-limit
variation

Between 4850 1617 B
varieties 48.50 3 —; =1617 oo =924 | F@.6)=476
Residual 1050

or error 10.50 6 — =175

Total 113.00 15

The above table shows that variance between rows and variance between varieties are significant
and not due to chance factor at 5% level of significance as the calculated values of the said two
variances are 8.85 and 9.24 respectively which are greater than the table value of 4.76. But variance
between columns is insignificant and is due to chance because the calculated value of 1.43 is less
than the table value of 4.76.

ANALYSIS OF CO-VARIANCE (ANOCOVA)
WHY ANOCOVA? \4

The object of experimental design in general happens to b nsgr at‘the results observed may
be attributed to the treatment variable and to no_o tircumstances. For instance, the
researcher studying one independent var' @Sn rol the influence of some uncontrolled
variable (sometimes called the conco aﬁe jablaghich is known to be

hen he sh % chnique of analysis of covariance

correlated with the depe t@

for a valid eval ﬂ\l} outcom g%l nt. “In psychology and education primary
intere r&ﬁt él is of cov @c @ s use as a procedure for the statistical control of an
@f arlablep a@

ANOCOVA TECHNIQUE

While applying the ANOCOVA technique, the influence of uncontrolled variable is usually removed

by simple linear regression method and the residual sums of squares are used to provide variance
estimates which in turn are used to make tests of significance. In other words, covariance analysis
consists in subtracting from each individual scafgthat portion of itY,” that is predictable from
uncontrolled variableZ) and then computing the usual analysis of variance on the resulting
(Y=Y"'s, of course making the due adjustment to the degrees of freedom because of the fact that
estimation using regression method required loss of degrees of freedom.

2George A-Fergusorgtatistical Analysis in Psychology and Educatidii ed., p. 347.
“Degrees of freedom associated with adjusted sums of squares will be as under:

Between| k-1
within N-k-1
Total N-—2
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(£X)°

Correction factor foX = N =761627

>Y =33+ 72+ 105= 210

2
. (3Y)" _
Correction factor folY N = 2940

TX?=9476 yY? =3734 YXY=5838
i—XNDZY = 4732

Correction factor foXY

Hence, total Sfor X = 2X2 — correction factor foK
= 9476 — 7616.27 = 1859.73

497 (11 175"
SSbetween foiX ={( 5) +( 54 +( 55 }— {correction factor foX }

= (480.2 + 2599.2 + 6125) — (7616.27)
= 1588.13

SSwithin for X = (total SSfor X) — (SSbewng \)

= (1859. 73) - (15 a
Similarly we work out the following v&
corre

P(eSSbetweeP gﬁ 1 5 } {correction factor folv}

= (217.8 + 1036.8 + 2205) — (2940) = 519.6
SSwithin for Y = (total SSfor Y) — (SSbhetween foiy)
= (794) — (519.6) = 274.4
Then, we work out the following values in respect of Bo#mdY
Total sum of product oXY = Y XY — correction factor foxXY
= 5838 — 4732 = 1106

)(33) + (114) (72) + (175) (105} — correction factor foXY
5 5 5

t

49
SSbetween foXY ={(

=(323.4 + 1641.6 + 3675) — (4732) =908
SS within forXY = (Total sum of product) -SSbetween for XY
= (1106) — (908) = 198



Analysis of Variance and Co-variance 279

= ﬁ =0.7216
274.40
Deviation of initial group means from Final means of groups in X (unadjusted)
general mean (= 14) in case of Y
Group | —7.40 9.80
Group Il 0.40 22.80
Group I 7.00 35.00

Adjusted means of groupsih= (Final mean) b (deviation of initial mean from general mean
in case ofY)

Hence,

Adjusted mean for Group | =(9.80) —0.7216 (-7.4) = 15.14

Adjusted mean for Group Il =(22.80) — 0.7216 (0.40) = 22.51

Adjusted mean for Group Il = (35.00) — 0.7216 (7.00) = 29.95

Questions \e CO *
1. (a) Explain the meaning of analysis of v&@‘e@l&aﬂy the technique of analysis of variance for

one-way and two-way classificati
(b) State the basic as Q&e analysis o ﬁh
2. What do yo itive I& nique of the analysis of variance? Explain how
ari

this GS’E er|or in co pImg
P es rt notes (@\é
() Latin- square

(i) Coding in context of analysis of variance.
(i) F-ratio and its interpretation.
(iv) Significance of the analysis of variance.

4. Below are given the yields per acre of wheat for six plots entering a crop competition, there of the plots
being sown with wheat of variefyand three witiB.

Variety Yields in fields per acre
1 2 3
A 30 K74 2
B 20 18 16

Set up a table of analysis of variance and calc#HaBtate whether the difference between the yields of
two varieties is significant taking 7.71 as the table vallkeaif5% level fov, = 1 and y= 4.
(M.Com. Il Semester EAFM Exam., Rajasthan University, Y1976

5. A certain manure was used on four plots of lan8, C andD. Four beds were prepared in each plot and
the manure used. The output of the crop in the beds ofl&sC andD is given below:
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Brands of gasoline

w X Y z

A 13 12 12 1

1 10 1 13

Cars B 12 10 1 9
13 1 12 10

@ 14 1 13 10

13 10 14 8

13. The following are paired observations for three experimental groups concerning an experimental involving
three methods of teaching performed on a single class.

Method A to Group | Method B to Group |l Method C to Group Il
X Y X Y X Y

33 20 3B 31 15

40 K74 50 45 10 \i

40 2 10 5 5

R 24 50 B\ D CO _\) 15

L)
Xrepresents initial measurement of achieveme S‘ﬂinal measurement after subject
has been taught. 12 pupils were assigRe @1 3 groups of 4 pupils each, one group from one
method as shown in the table. m
f

Apply the techniqu 1‘1@) covarigrgce @ab&;ﬁe experimental results and then state
whether the 1 [o] ods diffe 'ﬂ@tl 70 level. Also calculate the adjusted méans on
%e\,a\ﬁ!t{igniﬁc g hzc ere is no difference due to teaching methods.
P ’Adjusted m@ s under:
rovup |

ForG 0.70
For Group Il 24.70
For Group IlI 22.60]
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The test statistic, utilising the McNemer test, can be worked out as under:

, _(A-D[-1° (200~ 100~ ¥

X

(A+D)  (200+ 100
= 9% 9 _ 367
300

Degree of freedom = 1.

From the Chi-square distribution table, the value dffor 1 degree of freedom at 5% level of

significance is 3.84. The calculated value)dt is 32.67 which is greater than the table value,

indicating that we should reject the null hypothesis. As such we conclude that the change in people’s
attitude before and after the experiment is significant.

4. Wilcoxon Matched-pairs Tegor Signed Rank Test

In various research situations in the context of two-related samples (i.e., case of matched paires
such as a study where husband and wife are matched or when we compare t tput of two similar
machines or where some subjects are studied in context of before-af @ nt) when we can
determine both direction and magnitude of difference bet d values, we can use an

important non-parametric test viz., Wilcoxon ma m ‘ . While applying this test, we first
find the differencesd) between each p k aSS|g ank to the differences from the
smallest to the largest without rmﬁ Aﬁ;p f each difference are then put to
corresponding ranks and.qsq tatibik ca Iadﬁ ens to be the smaller of the two
sums viz thess ative ram of the positive ranks.

s test, we ss two types of tie situations. One situation arises when
t ues of soﬂga ir(s) are equal i.e., the difference between values is zero in which
case we drop out th from our calculations. The other situation arises when two or more pairs
have the same difference value in which case we assign ranks to such pairs by averaging their rank

positions. For instance, if two pairs have rank score of 5, we assign the rank of 5.5i.e., (5+6)/2=5.5
to each pair and rank the next largest difference as 7.

When the given number of matched pairs after considering the number of dropped out pair(s), if
any, as stated above is equal to or less than 25, we use the table of critical val(iebtf No. 7
given in appendix at the end of the book) for the purpose of accepting or rejecting the null hypothesis
of no difference between the values of the given pairs of observations at a desired level of significance.
For this test, the calculated valueTomust be equal to or smaller than the table value in order to
reject the null hypothesis. In case the number exceeds 25, the sampling distribUti®ta&En as
approximately normal with mean, = n(n + 1)/4 and standard deviation

or=n(n+1) (2n+ 1/ 24,

wheren = [(number of given matched pairs) — (number of dropped out pairs, if any)] and in such
situation the test statistids worked out as under:
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We may now explain the use of this test by an example.

lllustration 4

An experiment is conducted to judge the effect of brand name on quality perception. 16 subjects are
recruited for the purpose and are asked to taste and compare two samples of product on a set of
scale items judged to be ordinal. The following data are obtained:

Pair Brand A Brand B

-

© N UEWN
BB IBILNBA

@)
D
0
%&a!ﬁmaaaam
[¢)
O

EN “()m iA

S
P29 Bﬁ :

Test the hypothesis, using Wilcoxon matched-pairs test, that there is no difference between the
perceived quality of the two samples. Use 5% level of significance.

preY!

Solution: Let us first write the null and alternative hypotheses as under:
H,: There is no difference between the perceived quality of two samples.
H.: There is difference between the perceived quality of the two samples.
Using Wilcoxon matched-pairs test, we work out the value of the test statéstiander:

Table 12.4
Pair Brand A | Brand B| Difference Rank of Rank with signs
d d] + -
1 73 51 2 13 13
2 43 1 2 25 25
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values of the first sample (and call i) @nd also the sum of the ranks assigned to the values of the
second sample (and calRf). Then we work out the test statistic il, which is a measurement of
the difference between the ranked observations of the two samples as under:

1
U=nm, 20D g

wheren,, andn, are the sample sizes aRdis the sum of ranks assigned to the values of the first
sample. (In practice, whichever rank sum can be conveniently obtained can be Rkeamas it
is immaterial which sample is called the first sample.)

In applying Utest we take the null hypothesis that the two samples come from identical populations.
If this hypothesis is true, it seems reasonable to suppose that the means of the ranks assigned to the
values of the two samples should be more or less the same. Under the alternative hypothesis, the
means of the two populations are not equal and if this is so, then most of the smaller ranks will go to
the values of one sample while most of the higher ranks will go to those of the other sample.

If the null hypothesis that thg + n, observations came from identical populations is true, the
said U’ statistic has a sampling distribution with

Mean =y, = n \)\A

and Standard deviation (or the standard error)

ﬁ‘sual way at a significance. But if eithern, is so small that the normal curve
approximation to the sampling distributionldfcannot be used then exact tests may be based on
special tables such as one given in the, appérstimyving selected values of Wilcoxon’s (unpaired)
distribution. We now can take an example to explain the operatidriasit.

If n, andn_a W\tl;‘arge (i.e. S@g ter than 8), the sampling distributioncahle
mo ely ? m@tn and the limits of the acceptance region can be determined

[llustration 5

The values in one sample are 53, 38, 69, 57, 46, 39, 73, 48, 73, 74, 60 and 78. In another sample they
are 44, 40, 61, 52, 32, 44, 70, 41, 67, 72, 53 and 72. Test at the 10% level the hypothesis that they
come from populations with the same mean. Applest.

Solution: First of all we assign ranks to all observations, adopting low to high ranking process on the
presumption that all given items belong to a single sample. By doing so we get the following:

“Table No. 6 given in appendix at the end of the book.



298 Research Methodologly

probability of 0.05, given the null hypothesis and the significance level. If the calculated probability
happens to be greater than 0.05 (which actually is so in the given case as 0.056 > 0.05), then we
should accept the null hypothesis. Hence, in the given problem, we must conclude that the two
samples come from populations with the same mean.

(The same result we can get by using the valué/ofThe only difference is that the value
maximumW, — W is required. Since for this problem, the maximum valu&/dfgivens =5 and
| = 4)is the sum of 6 through 9i.e., 6 + 7 + 8 + 9 = 30, we have WlaxW = 30 — 27 = 3 which
is the same value that we worked out earliaNgs- MinimumW.. All other things then remain the
same as we have stated above).

(b) The Kruskal-Wallis tesfor H tes): This test is conducted in a way similar to thetest
described above. This test is used to test the null hypothesi& timatependent random samples

come from identical universes against the alternative hypothesis that the means of these universes
are not equal. This test is analogous to the one-way analysis of variance, but unlike the latter it does
not require the assumption that the samples come from approximately normal populations or the
universes having the same standard deviation.

In this test, like th&J test, the data are ranked jointly from low to high or high to low as if they
constituted a single sample. The test statistit fier this test which is worked out nder:

12 &R CO
e o 5Bl

wheren=n_+n,+..+n andR bmh f the anﬁﬁ%edi bservations in thigh

sample. .‘SO
If the nully gq’\tis rue tha bogference between the sample means and each

S %g\’t t Tive ite e ng distribution of ¢an be approximated with a chi-

s iStribution \N?@ es of freedom. As such we can reject the null hypothesis at a
given level of significahce iH value calculated, as stated above, exceeds the concerned table value
of chi-square. Let us take an example to explain the operation of this test:

Illustration 7

H =

Use the Kruskal-Wallis test at 5% level of significance to test the null hypothesis that a professional
bowler performs equally well with the four bowling balls, given the following results:

Bowling Results in Five Games

With Ball No.A 271 282 257 248 262
With Ball No.B 252 275 302 268 276
With Ball No.C 260 255 239 246 266
With Ball No.D 279 242 297 270 258

" If any of the given samples has less than five items then chi-square distribution approximation can not be used and the
exact tests may be based on table meant for it given in the book “Non-parametric statistics for the behavioural sciences” by
S. Siegel.
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Table 12.8: Calculation of Spearman’s

S.No. Interview Aptitude Rank Rank Rank Differences squared
score X test score X Y Difference ‘d diz
Y (Rank X) —
(Rank Y)

1 81 113 21 15 6 36

2 83 88 u 27 -16 256

3 55 76 3B 32 3 9
4 83 129 18 9 9 81

5 78 9 245 21 35 12.25
6 93 142 6 3 3 9

7 65 93 K74 25 7 49

8 87 136 13 6 7 49

9 9% 82 15 30 —28.5 812.25
10 76 a 26 26 0 0
1 60 83 A 285 55 30.25
12 85 % 155 225 -7 @2\(
13 e'] 126 6 10 —4 CO .
14 66 108 31 185 \? . 156.25
15 %0 9% 95 e a-l ] 210.25
16 69
17 87

90 4
63 71 3 0 0
24 78 108 245 185 6 36
25 73 68 27 —7 49
26 9 121 23 12 1 121
27 72 109 28 17 1 121
28 9% 121 15 12 -10.5 110.25
29 81 140 21 4 17 289
30 87 132 13 8 5 25
31 93 135 6 7 -1 1
32 143 155 2 135 182.25
91 118 8 14 —6 36
147 85 1 25 6.25
A 138 Bl 5 -15 225

n=35 yd? = 3583
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2
Spearman’sr '=1 ﬂ =1- w
n(n® - 1) 338 - §
=1- ZLM_ 0.498
42840

Sincen = 35 the sampling distribution ofis approximately normal with a mean of zero and a

standard deviation of/,/n — 1. Hence the standard errorrof

1 1
= = = 01715
or Jn-1 f35-1

As the personnel manager wishes to test his hypothesis at 0.01 level of significance, the problem
can be stated:

Null hypothesis that there is no correlation between interview score and aptitude test score i.e.,
M, =

Alternative hypothesis that there is positive correlation ietwe@@wgscore and aptitude
test score i.e.lt, > 0.

As such one-tailed test is approprlaﬂi@‘ﬁ)gndlca as under in the given case:

. G\N “ O:\?),b?)}zg‘ A‘

Limit

0.01 of area
0.49 of area

0,00 0.3978

(Shaded area shows
rejection region)

Fig. 12.5
By using the table of area under normal curve, we find the appropnatae for0.490f the area

under normal curve and it is 2.32. Using this we now work out the limit (on the upper side as
alternative hypothesis is of type) of the acceptance region as under:

M, +(2.32) (0.1715)

=0+0.3978
=0.3978
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(i) If Nislargerthan 7, we may u¥é value to be worked out a¥? = k(N —1).Wwith
d.f.= (N -1) for judgingWs significance at a given level in the usual way of us'(r%g
values.

(f) Significant value ofW may be interpreted and understood as if the judges are applying
essentially the same standard in ranking\tlodjects under consideration, but this should
never mean that the orderings observed are correct for the simple reason that all judges
can agree in ordering objects because they all might employ ‘wrong’ criterion. Kendall,
therefore, suggests that the best estimate of the ‘true’ rankigslgkcts is provided,
whenW is significant, by the order of the various sums of raﬂ{df one accepts the
criterion which the various judges have agreed upon, then the best estimate of the ‘true’

ranking is provided by the order of the sums of ranks. The best estimate is related to the
lowest value observed amongst

This can be illustrated with the help of an example.
lllustration 9

Seven individuals have been assigned ranks by four judges at a certain music competition as shown

in the following matrix:
Individuals e U\L

5\
el |2 &\NQ@; 7
Judge 3 -ﬁ( O

J“dgeﬁ @N zn P, 6 4 6
?*e icant a rg%kmg assigned by different judges? Test at 5% level. Also point
t

the best estlmate rankings.

O,h
s
1 D ®

Solution: As there are four sets of rankings, we can work out the coefficient of concorddrioe (

judging significant agreement in ranking by different judges. For this purpose we first develop the
given matrix as under:

Table 12.9
K=4 Individuals ON=7
A B @ D E F G
Judge 1 1 3 2 5 7 4 6
Judge 2 2 4 1 3 7 5 6
Judge 3 3 4 1 2 7 6 5
Judge 4 1 2 5 4 6 3 7
Sum of ranksR}) 7 13 9 14 27 18 24 >R} =112
—\2
(R - R) il 9 4 4 121 4 64 | [Os=332
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Correlation Matrix, R

Variables
X, X, X, X,
Xl rlll r12 rl13 e rllk
X2 r21 r22 r23 e rl3k
Variables X ra, rs, M M
Xk rlkl rlk2 rlk3 rlkk

(i

Pre

(i)

(iv)

The main diagonal spaces include unities since such elements are self-correlations. The
correlation matrix happens to be a symmetrical matrix.

Presuming the correlation matrix to be positive manifold (if this is not so, then reflections as
mentioned in case of centroid method must be made), the first step is to obtain the sum of
coefficients in each column, including the diagonal element. The vector of column sums is
referred to a&)_, and wherl_, is normalized, we call ¥_,. This is done b)%uarmg and

summing the column sumsllj]dl and then dividing each eleme guare root
of the sum of squares (which may be termed as normaI|2| é@ n elen\l%pts in
are accumulatively multiplied by the first row lf irst element in a new
vectorU_,. For instance, in multlpl in W ofR the first element iV,
would be multiplied by the, valﬁ ouId b d to the product of the second
element inv_, muylti I| Iue Whl 3_ dded to the product of third

I the corresponding elemeis in

elementirvV ther v
and ?NW oR. To obtg elementtbag the same process would be

e accumulatlvely multiplied by the 2nd rowRdf The
same proce repeated for each rdwanid the result would be a new vector
U_,- ThenU_, Would be normalized to obtalj,. One would then compakg, andV_,. If
they are nearIy identical, then convergence is said to have occurred (If convergence does
not occur, one should go on using these trial vectors again and again till convergence
occurs). Suppose the convergence occurs when we wovk ontwhich casé/_, will be
taken as Y(the characteristic vector) which can be converted into loadings on the first
principal component when we multiply the said vector (i.e., each elem&h) by the
square root of the number we obtain for normalizing
To obtain factorB, one seeks solutions fuf, and the actual factor loadings for second
component factoB. The same procedures are used as we had adopted for finding the first
factor, except that one operates off the first residual m&yirather than the original
correlation matr>R (We operate oR in just the same way as we did in case of centroid
method stated earlier).

This very procedure is repeated over and over again to obtain the successive PC factors
(viz. C, D, etc.).
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(C) Maximum Likelihood (ML) Method of Factor Analysis

The ML method consists in obtaining sets of factor loadings successively in such a way that each, in
turn, explains as much as possible of the population correlation matrix as estimated from the sample
correlation matrix. IR_stands for the correlation matrix actually obtained from the data in a sample,
R stands for the correlation matrix that would be obtained if the entire population were tested, then
the ML method seeks to extrapolate what is known fRyim the best possible way to estim&e
(but the PC method only maximizes the variance explainggd.iihus, the ML method is a statistical
approach in which one maximizes some relationship between the sample of data and the population
from which the sample was drawn.
The arithmetic underlying the ML method is relatively difficult in comparison to that involved in
the PC method and as such is understandable when one has adequate grounding in calculus, higher
algebra and matrix algebra in particular. Iteratipproach is employed in ML method also to find
each factor, but the iterative procedures have proved much more difficult than what we find in the
case of PC method. Hence the ML method is generally not used for factor analysis in practice.
The loadings obtained on the first factor are employed in the usual way to obtain a matrix of the
residual coefficients. A significance test is then applied to indicate whether it would be reasonable to
extract a second factor. This goes on repeatedly in search of one factor nother. One stops
factoring after the significance test fails to reject the null hypothesis I@re ilial matrix. The final

product is a matrix of factor loadings. The ML factor loadi ‘ﬁ@ erpreted in a similar fashion
)@6’5 )

be
as we have explained in case of the ce“ddd{ d.
ROTATION IN FACTO‘f@m -‘ A.lg

One oft {%r\@ml\e rotatedélu%]a?fé context of factor analysis. This is done (i.e., a factor
I‘?KI& ected t i q ain what is technically called “simple structure” in data. Simple
structure according togC. L tone is obtained by rotating th€ axds:

() Each row of the factor matrix has one zero.

(i) Each column of the factor matrix hageros, wher@ is the number of factors.

(i) Foreach pair of factors, there are several variables for which the loading on one is virtually
zero and the loading on the other is substantial.

(iv) If there are many factors, then for each pair of factors there are many variables for which
both loadings are zero.

(v) For every pair of factors, the number of variables with non-vanishing loadings on both of
them is small.

All these criteria simply imply that the factor analysis should reduce the complexity of all the
variables.

" The basic mathematical derivations of the ML method are well explained in S.A. MdlaiBpundations of Factor
Analysis.

™ Rotation constitutes the geometric aspects of factor analysis. Only the axes of the graph (wherein the points
representing variables have been shown) are rotated keeping the location of these points relative to each other undisturbed.
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4. Data: Discussion of data collected, their sources, characteristics and limitations. If secondary
data are used, their suitability to the problem at hand be fully assessed. In case of a survey, the
manner in which data were collected should be fully described.

5. Analysis of data and presentation of findindche analysis of data and presentation of the
findings of the study with supporting data in the form of tables and charts be fully narrated. This, in
fact, happens to be the main body of the report usually extending over several chapters.

6. Conclusions:A detailed summary of the findings and the policy implications drawn from the
results be explained.

7. Bibliography: Bibliography of various sources consulted be prepared and attached.

8. Technical appendicesAppendices be given for all technical matters relating to questionnaire,
mathematical derivations, elaboration on particular technique of analysis and the like ones.

9. Index: Index must be prepared and be given invariably in the report at the end.

The order presented above only gives a general idea of the nature of a technical report; the order
of presentation may not necessarily be the same in all the technical reports. This, in other words,
means that the presentation may vary in different reports; even the different sections outlined above
will not always be the same, nor will all these sections appear in any partlcular

It should, however, be remembered that evenin a technlcal report s§ Kntatlon and ready

availability of the findings remain an important conS|derat|on eral use of charts and

diagrams is considered desirable. Sa
(B) Popular Report m N
"/XCh glve &)‘jwphmty and attractiveness. The simplification

The popular r
%3 Qeel ough cle% |zat|on of technical, particularly mathematical, details

use of ch?@ ms. Attractive layout along with large print, many subheadings,
even an occasional carto w and then is another characteristic feature of the popular report.

Besides, in such a report emphasis is given on practical aspects and policy implications.
We give below a general outline of a popular report.

1. The findings and their implication€Emphasis in the report is given on the findings of most
practical interest and on the implications of these findings.

2. Recommendations for actiolRecommendations for action on the basis of the findings of the
study is made in this section of the report.

3. Objective of the studyA general review of how the problem arise is presented along with the
specific objectives of the project under study.

4. Methods employedA brief and non-technical description of the methods and techniques used,
including a short review of the data on which the study is based, is given in this part of the report.
5. Results: This section constitutes the main body of the report wherein the results of the study are
presented in clear and non-technical terms with liberal use of all sorts of illustrations such as charts,
diagrams and the like ones.

6. Technical appendicesMore detailed information on methods used, forms, etc. is presented in
the form of appendices. But the appendices are often not detailed if the report is entirely meant for
general public.
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a thousand words. Statistics are usually presented in the form of tables, charts, bars and line-graphs
and pictograms. Such presentation should be self explanatory and complete in itself. It should be
suitable and appropriate looking to the problem at hand. Finally, statistical presentation should be neat
and attractive.

9. The final draft: Revising and rewriting the rough draft of the report should be done with great
care before writing the final draft. For the purpose, the researcher should put to himself questions
like: Are the sentences written in the report clear? Are they grammatically correct? Do they say
what is meant’? Do the various points incorporated in the report fit together logically? “Having at
least one colleague read the report just before the final revision is extremely helpful. Sentences that
seem crystal-clear to the writer may prove quite confusing to other people; a connection that had
seemed self evident may strike others msrasequiturA friendly critic, by pointing out passages

that seem unclear or illogical, and perhaps suggesting ways of remedying the difficulties, can be an
invaluable aid in achieving the goal of adequate communication.”

10.Bibliography: Bibliography should be prepared and appended to the research report as discussed
earlier.

11. Preparation of the indexAt the end of the report, an index should invariably be given, the

value of which lies in the fact that it acts as a good guide, to the reader. Index be prepared both
as subject index and as author index. The former gives the names of % pics or concepts
he report, whereas the

along with the number of pages on which they have appear
latter gives the similar information regarding the nam

arranged alphabetically. Some people p ne index common for names of authors,
subject-topics, concepts and thew &

PRECAUT\(i“gQ\'W'K‘ING RESBA (YBRQ)RTS
I?e‘r@report is a?@% municating the research findings to the readers of the report. A
rt

good research repo ich does this task efficiently and effectively. As such it must be
prepared keeping the following precautions in view:

o‘rs The index should always be

1. While determining the length of the report (since research reports vary greatly in length),
one should keep in view the fact that it should be long enough to cover the subject but short
enough to maintain interest. In fact, report-writing should not be a means to learning more
and more about less and less.

2. Aresearch report should not, if this can be avoided, be dull; it should be such as to sustain
reader’s interest.

3. Abstract terminology and technical jargon should be avoided in a research report. The
report should be able to convey the matter as simply as possible. This, in other words,
means that report should be written in an objective style in simple language, avoiding
expressions such as “it seems,” “there may be” and the like.

4. Readers are often interested in acquiring a quick knowledge of the main findings and as
such the report must provide a ready availability of the findings. For this purpose, charts,

6 Claire Selltiz and otherResearch Methods in Social Relatioeg., Methuen & Co. Ltd., London, 1959, p. 454.
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P

10.
11.

12.

13

graphs and the statistical tables may be used for the various results in the main report in
addition to the summary of important findings.

. The layout of the report should be well thought out and must be appropriate and in accordance

with the objective of the research problem.

The reports should be free from grammatical mistakes and must be prepared strictly in
accordance with the techniques of composition of report-writing such as the use of quotations,
footnotes, documentation, proper punctuation and use of abbreviations in footnotes and the
like.

. The report must present the logical analysis of the subject matter. It must reflect a structure

wherein the different pieces of analysis relating to the research problem fit well.

. A research report should show originality and should necessarily be an attempt to solve

some intellectual problem. It must contribute to the solution of a problem and must add to
the store of knowledge.

. Towards the end, the report must also state the policy implications relating to the problem

under consideration. It is usually considered desirable if the report makes a forecast of the
probable future of the subject concerned and indicates the kinds of research still needs to

be done in that particular field. X(

Appendices should be enlisted in respect of all the techni@@a‘u report.
Bibliography of sources consulted is a must fo V@' ort and must necessarily be
given.

Index is also considered a esN@a&%f ago %ort and as such must be prepared
and appended tm“(r\ A
Reporfém;&t attive in C t and clean, whether typed or printed.

14&4&& nfidence I 'ts’r?;psﬁ)glentioned and the various constraints experienced in
( ucting ﬁge\udy may also be stated in the report.
udy,

15.

Objective of the the nature of the problem, the methods employed and the analysis
techniques adopted must all be clearly stated in the beginning of the report in the form of
introduction.

CONCLUSION

In spite of all that has been stated above, one should always keep in view the fact report-writing is an
art which is learnt by practice and experience, rather than by mere doctrination.

A W NP

Questions

. Write a brief note on the ‘task of interpretation’ in the context of research methodology.
. “Interpretation is a fundamental component of research process”, Explain. Why so?
. Describe the precautions that the researcher should take while interpreting his findings.

. “Interpretation is an art of drawing inferences, depending upon the skill of the researcher”. Elucidate the
given statement explaining the technique of interpretation.
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are being replaced by devices such as bubble memories and optical video discs. In brief, computer
technology has become highly sophisticated and is being developed further at a very rapid speed.

THE COMPUTER SYSTEM

In general, all computer systems can be described as containing some kind of input devices, the CPU
and some kind of output devices. Figure 15.1 depicts the components of a computer system and their
inter-relationship:

Central Processing Unit
(CPU)

Control Unit

(Interprets the computer
TTTT oo -1 programme. Directs the r-fF----—------
I operation of all components |
| and units of the system)
|

Input Devices Internal Storage Output ices
(Enters the computer (Holds the computer programme Rem ult
programme and data "| and data, and makes them

C"éc‘e from
into internal storage) available for processing) 8 & e: . internal storage)

N\
P ( e IrQJC n drdata flow >

Control functon - ----------------- >

Fig. 15.1

The function of the input-output devices is to get information into, and out of, the CPU. The input
devices translate the characters into binary, understandable by the CPU, and the output devices
retranslate them back into the familiar character i.e., in a human readable form. In other words, the
purpose of the input-output devices is to act as translating devices between our external world and
the internal world of the CPU i.e., they act as an interface between man and the machine. So far as
CPU is concerned, it has three segments viz. (i) internal storage, (ii) control unit, and (iii) arithmetic
logical unit. When a computer program or data is input into the CPU, it is in fact input into the internal
storage of the CPU. The control unit serves to direct the sequence of computer system operation. Its
function extends to the input and output devices as well and does not just remain confined to the
sequence of operation within the CPU. The arithmetic logical unit is concerned with performing the
arithmetic operations and logical comparisons designated in the computer program.

In terms of overall sequence of events, a computer program is input into the internal storage and
then transmitted to the control unit, where it becomes the basis for overall sequencing and control of
computer system operations. Data that is input into the internal storage of the CPU is available for
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Solution:
Decimal Binary According to complementary method
number number
14 0001110 0001110
Subtract 72 1001000 Step 1. +0110111 (ones complement of 1001000)
-58 Step 2. 01000101
Step 3. L »o0 (add 0 as no carry)
1000101
Result —0111010 (recomplement and attach a

negative sign). Its decimal
equivalent is —58.

The computer performs the division operation essentially by repeating this complementary
subtraction method. For example, 459 may be thought of as 45-9=36-9=27-9=18-9
=9 -9 =0 (minus 9 five times).

Binary Fractions u\(

Just as we use a decimal point to separate the whole and I f&g parts of a decimal number,
we can use a binary point in binary numbers to ble and fractional parts. The binary

fraction can be converted into decimal fﬁ beIO\r%
0.101 (binary) = (1 x @{%\ l
W + 125
\, \e 625 (de
PTXconvert the de ﬁgm to binary fraction, the following rules are applied:

() Multiply the deC|maI fraction repeatedly by 2. The whole number part of the first multiplication
gives the first 1 or 0 of the binary fraction;

(i) The fractional part of the result is carried over and multiplied by 2;
(i) The whole number part of the result gives the second 1 or 0 and so on.

lllustration 7

Convert 0.625 into its equivalent binary fraction.

Solution:

Applying the above rules, this can be done as under:
0.625x2=1.250- 1
0.250 x 2 =0.500- 0O
0.500 x 2 =1.000- 1

Hence, 0.101 is the required binary equivalent.
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n [ 10 25 40 .50
20 0 1216 0032 0000 0000
1 3917 0243 0005 0000
2 6768 0912 0036 0002
3 8669 2251 0159 0013
4 9567 4148 0509 0059
5 0886 6171 1255 0207
6 9975 7857 2499 0577
7 9995 8981 4158 1316
8 9999 9590 5955 2517
9 1,0000 9861 7552 4119
10 1,0000 9960 8723 5881
11 1,0000 9990 0433 7483
12 1,0000 9998 o788 8684
13 1,0000 1.0000 9934 0423
14 1,0000 1.0000 9983 \Q93
15 1.0000 1.0000 go \.) 9941
16 1,0000 1,0000 \e Q 9987
17 1.oooo . OV o000 9998
18 1. oo aooo 1.0000
19 1.0000

. "( 10000 O‘ 1.0000 1.0000
PN o0
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1 2 3 4 5 6
40 0.368 0.263 0.191 0.158 0.102
60 0.369 0.262 0.189 0.155 0.099
120 0.369 0.261 0.187 0.153 0.095
00 0.370 0.260 0.185 0.151 0.092

* n = number of pairs

Source: The Brit. J. PsychpMolume XLVI, 1955, p. 226.



