


3. Matrix Algebra

Unit matrices

The unit matrix I of order # is a square matrix with all diagonal elements equal to one and all off-diagonal elements
zero,ie., (I);; = &;;. If A is a square matrix of order 1, then AI = IA = A. Also I = I
I is sometimes written as I, if the order needs to be stated explicitly.

Products
If Aisa (n x I) matrix and B is a (I x m) then the product AB is defined by
!
(AB)ij =% AuBy;
K=
In general AB # BA.

Transpose matrices

If A is a matrix, then transpose matrix A” is such that (A");; = (A);i.

Inverse matrices

If A is a square matrix with non-zero determinant, then its inverse A~! is such that AA™! = A™'A = I.

( A_l)ij _ transpose of cofactor of Ajj

Al
where the cofactor of A;;is (—1)""/ times the determinant of the matrix A with the ] -th @ u%dumn deleted.

If A is a square matrix then the determmant (“A N@‘ﬁs deﬁzn%

|A| = Z €ijk.. A1iA2jAsk - -

where the W \@xes is ec@%@ 016 matrix.

2 x 2 matrices

IfA= (a b) then,
c d

. . T a c ,1_L d —b
|A| = ad — bc A_<b d) A _|A|<—c a)

Product rules

Determinants

(AB...N)T = NT...BTAT
(AB...N)"'=N"1...B1A™! (if individual inverses exist)

|AB...N| =|A||B|...|N]| (if individual matrices are square)

Orthogonal matrices

An orthogonal matrix Q is a square matrix whose columns ¢; form a set of orthonormal vectors. For any orthogonal
matrix Q,

Q'=0Q", |Q=+1, Qisalsoorthogonal.




7. Hyperbolic Functions

_1 x —x\ _ x? x*
COth—E(e t+e )—14—54—54—
T D S -
smhx—E(e—e )_x+§+a_|_...

coshix = cosx

sinhix = isinx

sinh x
tanhx =

cosh x

cosh x
cothx = —

sinh x

cosh?x —sinh?x =1

Relations of the functions

cosix = cosh x

sinix = isinh x

1
sechx =
cosh x
1
cosechx = —
sinh x

For large positive x:
ex
coshx ~ sinhx — >
tanhx — 1

For large negative x:

. e
coshx ~ —sinhx —

tanhx — —1

sinhx = —sinh(—x) -‘( Om ch 0’% seer(—x)

coshx =cg IV;\GW e lgechx = — cosech(—x)

tanh PX—éanh(—x) P a’g cothx = —coth(—x)

sinh x — 2 tanh (x/2) _ tanh x cosh 1 — 1 + tanh? (x/2) _ 1

1 — tanh? (x/2)

tanhx =14/1-— sech? x
cothx =14/ cosech?x + 1

sinh(x/2) =4/ 7(:08}1; -1

coshx —1
tanh(x/2) = e

V31— tanh? x

sinh x
coshx +1

sinh(2x) = 2sinh x cosh x

1 — tanh? (x/2)

sechx =14/1-— tanh? x
cosechx = 4/ coth?x — 1

[coshx +1
cosh(x/2) = %

2tanh x
1+ tanh®x

V31— tanh? x

tanh(2x) =

cosh(2x) = cosh? x + sinh? x = 2 cosh® x — 1 = 1 + 2sinh? x

sinh(3x) = 3sinh x + 4sinh® x

_ 3tanhx + tanh® x
1+ 3tanh? x

tanh(3x)

cosh3x = 4 cosh® x — 3 cosh x

valid for all x

valid for all x
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13. Functions of Several Variables

Ifp=f(x,yz2...) then 9 implies differentiation with respect to x keeping v, z, . . . constant.

O0x
¢ Rl 0] 0¢ ¢ ¢

dcp—a dx +—ydy+—dz+ and 0¢ = 6—6 +—yéy+—6z+

when the variables kept

where x,1,z,... are independent variables. 6_(1) is also written as (6_(1)) or 6_(1)
y Yoo

ox ox ox

constant need to be stated explicitly.

% )
= etc
oxdy  0Jyox

If ¢ is a well-behaved function then

Ifp=f(xy),

@)@ .6

9/,

Taylor series for two variables

If ¢(x, y) is well-behaved in the vicinity of x = a, y = b then it has a Taylor series

ap 0 2 ¢ )
<I>(x,]/):¢(a+u,b+v)=¢>(a,b)+ua—+v@+g( o2 T2 axay+v2a—y2>+---

where x = a + u, y = b + v and the differential coefficients are evaluatedatx =a, y=1»

Stationary points \A

Q

A function ¢ = f(x, y) has a stationary point when

= 0, the following

conditions determine whether it is a minimum, a m?ﬁn& ge POm

Z(p 02

Minimum: —— >0, or, — @Q Q>
Maximum: é—? @ﬂ \ 0, @ay 0x 0y

Zd) aZd) - ( aZd) )
ox* ay? oxdy
¢y *¢ 0%
If—=—=
ax*  dy* 0xdy

Saddle point:

= 0 the character of the turning point is determined by the next higher derivative.

Changing variables: the chain rule

If = f(x,y,...) and the variables x, y, . .. are functions of independent variables u, v, .. . then

0(1) 0(1) ox L9 09 Oy
du  0Oxou ' Ay du
op _ o  agay
dv  0dxdv Ay dv

+ ..

etc.
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