0%2Fy v(x,
Joint PDF of two continuous Random Variables: fxy (x,y) = %yy)

Marginal pdf:  fy(x) = [ fyyCe,y)dy’  and  fr(0) = [ fyy(x',y)dx’

Properties:
(1, 0<x<1land0<y<1
et fyyCe,0) = {O, elsewhere
1. Ifx<0ory<0, then CDF Fxy(x,y) =0 x 1
2. If (x, y) is inside the unit interval, Fyy(x,y) = f f ldx'dy’ = x
x Y
00
FX,Y(x;y) = f f 1dx'dy’ =xy 5. Finally if x>1 and y>1,
11
00
3. Similarly, f0 <y < landx>1, Fyy(x,y) =y Fyy(x,y) = ff ldx'dy' =1
4. If0<x <landy>l, 00

Independence of two variables:
if X and Y are independent discrete random variables, then the joint pmf is equal to the product of the marginal pmf’s.

pxy (%, 1) = px (x5 )oy i) Fyy(x,y) = Fx(x )Fy(y), fxy (@, y) = fx(Ofy (),
for all xj and yy forall x andy forall x and y

Expected Value of a Function of Two Random Variables:

E[Z] = {ffooo 12 g fxy(x,y)dxdy, XY jointly continuous \4
2i2n 9, Y )oxy (Xi s Ya) X, Y discrete u

Joint moment of X and Y: ‘a( a\e
; ® Y jointly continuous
E[XiY¥] = f f xJy XYN@‘ ] y
%& @ $x;, yg d«l( rete

e\NE [XY]=0, the'ge@yt X and Y are orthogonal.
Covarlance? ¥tﬁ\,C\OV(X Y)= E[XY]Q]@‘]

Pairs of independent random variables have covariance zero.
Correlation coefficient of X and Y:

_ COV(X.Y) _ _
Pry =~ where oy = \/VAR(X) and oy = /VAR(Y)

X and Y are said to be uncorrelated if py y = 0

Conditional Probability:

px,y (%, y) _PYSy,X=xk]
o) POk =B =]

Conditional Expectation:

d
py(ylx) = fOlxe) = d—yFy(nyk)

E[Y|x] = fyfy(ylx)dy E[lek]=;yfpy(yjlﬂ

Central Limit Theorem
Let S, be the sum of n iid random variables with finite mean E[X]=u and finite variance o2 and let Z, be the zero-

mean, unit-variance random variable defined by
Sp—nu

Z,= s
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