E(x+y)=EMX)+E(y)

var(x +vy) = var(x) + var(y) + 2cov(x,y)
E(Ax +b) =AE(x) +b

o var(Ax + b) = Avar(x) A’ (remember the transpose!)

O O O

Least Squares as a
Statistical
Problem

e\"‘e\'\l

Assumption of a statistical relationship between X and y.
o Xis a fixed, non-stochastic matrix with rank k.
o XTX also has rank k and is invertible.

U is a random vector with E(u) = 0 and var

@A\‘ :

var(u) is the error covariance matr covanance between any 2 elements in u.
o Assu tlon has the same variance (homoskedasticity).
a observatlons have zero covariance (no autocorrelation).

Ke f&\s N a!X‘ ed to prove these too, -_-)
(5 OLS) {’
X) 1
@ arkov Theorem, i.e, among all unbiased linear estimators, 3.5 has the
maximum variance, and hence f,, s is the Best Linear Unbiased Estimator.

o Linearity: fo.s = Cy, where C denotes a matrix
o Unbiasedness: E(Bo.s) = B = E(Cy)

o var(Bors) = o2(XTx)7?

o Gauss-Markov Theorem, i.e,,
among all unbiased linear
estimators, 8,5 has the
maximum variance, and hence
BoLs is the Best Linear Unbiased
Estimator.

e Linearity: By.s = Cy, where C
denotes a matrix

o Unbiasedness: E(Bo.s) = B =
E(Cy)

OLS Estimateof | e Residuals:i =y — X8 = (I —X(X"X) "' XTu
a? e Expected Sum of Squared Residuals: E(2’#) = 02(n — k)
,  aTa
= 00Ls = I
aTa )
e Since 0,5 is an unbiased estimator, E(a5.5) = (ﬂ) =0
Hypothesis Common o Normal Distribution, N(p, 62) e Key relationships between
Testing Probability o is the mean, controls center point. distributions:

Distributions

o o2 isthe variance, controls dispersion (spread)
—(x-w?

o Formula of PDF: f(x) = ﬁe 202

o Ifz;~N(0,1),i=1,..,nand
z; are all independent, then
n=1Zi2 ~x*(m)




e Helps to interpret ,,,, as a derivative indicating how much a one unit increase in each X variable
will increase the expected value of y by.

OE(y) _ 0P(yi =1)
ox; ox;

o Expressed as a column vector.
e In probit, marginal effects: aE(y‘) 0 cp(xlﬁ) ¢("13) /3)

ax o
e (Can be evaluated at any value of X, however |t is more ﬂ to use the mean values of each

X variable, denoted X, a row vector.
n g!k xi=x = E)
o If you kn N hen th e{sated marglnal effect just uses the probit coefficients in
thue mo épa

EI'S

E (}’1 _ %Pur Bur
6 o |xl—x =¢ Ny =~
g OmL/ \WOmL
E: The average of predlcted changes in fitted values for one unit change in X (if it's
contlnuous) for each observation.

uy

Average Marginal Effects
0




