


Linear Regression and Correlation
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e Linear reg A nd correlation are
aimeekat'undepsyanding how two variables
p(e\b‘?rgi@laﬁfdrg

e The variables are called Y and X

e Y is called the dependent variable

e X is called the independent variable

e We want to know how, and whether, X
influences Y






Simple Linear Regression Model

(Example\)k
Parameter Esti laq_@eﬁ*\go?uhon Table

W 3?0“\ WO‘ o | v | Xy,
prev€
16 9.00 12

5.5 36 |30.25| 33
10 6.5 | 100 [42.25| 65
12 90 | 144 [ 81.00| 108










COEFFICIENT OF
DETERMINASFION

This coefﬁcn ‘;{}1 the percentage change in the
depen elqﬂél d by the independent variable. The

pr@’dﬁ a fop@@? own below:

For this example this would be calculated as follows:

Based on the coefficient of
determination approximately 67.24% of
the number of buns sold can be
explained by the number of raisins per
bun.
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Multiple Regression (MINITAB)
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Regression Analy51s
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Predictor Coef SE Coef T P
Constant 0.9959 3.33 0.008

wire length 0.1260 19.10 0.000

Die Height 002710 5.63 0.000

S = 1.50278 R-Sq = 98.2% R-Sg(adj) = 97.9%
Analysis of Variance

Source DF SS MS F P
Regression 2 1258.83 629.41 278.70 0.000
Residual Error 10 22 .58 2.26

Total 12 1281.41

Eagi ngth(y) versus wire length, Die Height

on i
x§l wire length + 0.0153 Die Height

Regression
coefficient

equation

Regression
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