Lecture 12

since then rows k and j are equal. The jth row of B is b; = a; + 8a;. Therefore, expanding
det B along the jth row:

det B = (a; + fay) - c]T
gl (o))
=det A.

O

Example 12.5. Suppose that A is a 4 x 4 matrix and suppose that det A = 11. If B is
obtained from A by interchanging rows 2 and 4, what is det B?

Solution. Interchanging (or swapping) rows changes the sign of the determinant. Therefore,

o ¥ ¢

Example 12.6. Suppose that A is a 4 x 4 matrix and@ at detA Let
aj, as, as, a4 denote the rows of A. If B is obﬁ replacmg row ag by 3a1 + agz,

detB = —11.

what is det B?

Solution. This is g T W 'ﬁx Qary row 0& a@ﬁ wZEh preserves the value of the de-
termlnant mé ?
PaO¥:-u

Example 12.7. Suppose that A is a 4 x 4 matrix and suppose that det A = 11. Let
aj, as, as, a4 denote the rows of A. If B is obtained from A by replacing row as by 3a; + 7ags,
what is det B?

O

Solution. This is not quite a Type 3 elementary row operation because ag is multiplied by
7. The third row of B is by = 3a; 4+ 7a3. Therefore, expanding det B along the third row

det B = (3a; + 7a3) - c3
=3a;-ci +7az-ci
=7(asz - c)

= T7det A

=177
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Vector Spaces

(6) The scalar multiple of v by «, denoted av, is in V. (closure under scalar multiplica-
tion)

(7) a(u+v)=au+av

(8) (a+pB)v=av+pv

(9) a(Bv) = (af)v
L(10) lv=v

J

It can be shown that 0-v = 0 for any vector v in V. To better understand the definition of
a vector space, we first consider a few elementary examples.
Example 14.2. Let V be the unit disc in R?:

V={(z.y) eR*[2* +y* < 1}

Is V a vector space?

aeC

{ 5 O
Solutz? Ylgcn"cle is not cl daa% scalar multiplication. For example, take u = (1,0) €

V and multiply by say a = 2. Then au = (2,0) is not in V. Therefore, property (6) of the
definition of a vector space fails, and consequently the unit disc is not a vector space. O

Example 14.3. Let V be the graph of the quadratic function f(z) = 2%

V= {(x,y) € R? | y:xz}.

Is V a vector space?

Solution. The set V is not closed under scalar multiplication. For example, u = (1,1) is a
point in V but 2u = (2,2) is not. You may also notice that V is not closed under addition
either. For example, both u = (1,1) and v = (2,4) are in V but u+v = (3,5) and (3,5) is
not a point on the parabola V. Therefore, the graph of f(z) = z? is not a vector space. [
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Lecture 14

Example 14.15. A square matrix A is said to be symmetric if A” = A. For example,
here is a 3 x 3 symmetric matrix:

1 2 -3
A=12 4 5
-3 5 7

Verify for yourself that we do indeed have that AT = A. Let W be the set of all symmetric
n X n matrices. Is W a subspace of V = M,,y,,?

Example 14.16. For any vector space V, there are two trivial subspaces in V, namely, V

itself is a subspace of V and the set consisting of the zero vector W = {0} is a subspace of
V.

There is one particular way to generate a subspace of any given vector space V using the
span of a set of vectors. Recall that we defined the span of a set of vectors in R but we can
define the same notion on a general vector space V.

Definition 14.17: Let V be a vector space and let vy, vy, ..., v, be vecto V. The
span of {vy,...,v,} is the set of all linear combinations of vy, ... \5

span{vy, va,...,V,} = {t1V1 . t2v2 4. ﬁ%‘a\% é Jtp € R}.

We now show that the sp“cgmf Vecﬁs i@‘ls mpace of V.
; )
&~ . .
ThePT @ P ve, vo &ctors in V then span{vy,...,v,} is a subspace of
v P

Solution. Let u = t1vi+- - +t,v, and w = s1vi+- - +5,V, be two vectors in span{vy, va, ..., Vv, }.
Then

u+w=(tvi+--+t,vp)+(s1vi+ -+ 5v,) = (L Fs1)vi+ -+ (B +5)Vp
Therefore u 4+ w is also in the span of vy,...,v,. Now consider au:

au = a(tyvy + -+ t,v,) = (at) vy + - + (aty) v,

Therefore, cu is in the span of vy,...,v,. Lastly, since Ovy + 0vy + --- 4 0v, = 0 then the
zero vector 0 is in the span of vy, va,...,v,. Therefore, span{vy, va,...,v,} is a subspace
of V. O
Given a general subspace W of V, if wy, ws, ..., w, are vectors in W such that
span{wi, wa,...,w,} =W
then we say that {wy, ws,...,w,} is a spanning set of W. Hence, every vector in W can
be written as a linear combination of the vectors wy, wy, ..., Wy,

After this lecture you should know the following:
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Lecture 15

Lecture 15

Linear Maps

Before we begin this Lecture, we review subspaces. Recall that W is a subspace of a vector
space V if W is a subset of V and

1. the zero vector 0 in V is also in W,
2. for any vectors u,v in W the sum u + v is also in W, and u\k
3. for any vector u in W and any scalar o the vector alaa@ gﬂp

In the previous lecture we gave several exaﬂe@& aces._For example, we showed that
a line through the orlgln in dﬁgﬁ Zr e examples of subspaces of
P, [t] and M, xp,. We Vp@ s in a vector space V then

?(eV\ P&@®n27v27”‘7 }
is a su

ace of V

15.1 Linear Maps on Vector Spaces

In Lecture 7, we defined what it meant for a vector mapping T : R® — R™ to be a linear
mapping. We now want to introduce linear mappings on general vector spaces; you will
notice that the definition is essentially the same but the key point to remember is that the
underlying spaces are not R™ but a general vector space.

a N\
Definition 15.1: Let T : V — U be a mapping of vector spaces. Then T is called a linear
mapping if

e for any u,v in V it holds that T(u+v) = T(u) 4+ T(v), and

e for any scalar o and u in V is holds that T(av) = aT(v).

. S

Example 15.2. Let V = M,,,, be the vector space of n x n matrices and let T : V — V be
the mapping
T(A)=A+ AT
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