Inner Products and Orthogonality

Example 20.3. Let u = (2,-5,—1) and let v = (3,2, —3). Compute uev, veu, usu, and
Vev.

Solution. By definition:

uev=(2)3)+(-5)(2) + (1)(-3) = -1
veu=(3)(2)+ (2)(=5) + (=3)(1) = —1
weu = (2)(2) + (=5)(=5) + (~1)(~1) = 30
vev=(3)3)+(2)(2)+ (=3)(=3) =22
U
We now define the length or norm of a vector in R".
Definition 20.4: The length or norm of a vector u € R" is defined as
¢ 1tus+-
Jull = vareu = \/u? + 3 w2 0 ‘U\(
e
A vector u € R" with norm 1 will be C&Hﬁ OW&Q\
‘ £( oVl of 25
\@Wp 1@ duct
et '« be a scalar. Then
loal| = |af[|ul]
Proof. We have
loul] = v/(au) « (u)
=y a?(aeu)
= |la|vusu
= |al[[u].
U

By Theorem 20.5, any non-zero vector u € R" can be scaled to obtain a new unit vector
in the same direction as u. Indeed, suppose that u is non-zero so that ||u|| # 0. Define the

new vector 1

Al
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Lecture 20

Notice that o = ”—111” is just a scalar and thus v is a scalar multiple of u. Then by Theorem 20.5

we have that )

[[all
and therefore v is a unit vector, see Figure 20.1. The process of taking a non-zero vector u
and creating the new vector v = ||_111||u is sometimes called normalization of u.

V]l = llaul] = |af - [[uf] = - [[u] =1

v=-—"u
[lul|

Figure 20.1: Normalizing a non-zero vector.

Example 20.6. Let u = (2,3,6). Compute [|u|| and find the unit vector v in the same

direction as u. u\(
Solution. By definition, CO .
uf = Vaaeu = V22t @ @5@9\
1 n

Then the unit vector that is in th as @lis

{0
P(e\"e\N &}P :

Verify that ||v|| = 1:

V] = \/(2/7)2 + (3/7)2 + (6/7)2 = \/4/49 + 9/49 + 36/49 = \/49/49 = V1 = 1.

O

Now that we have the definition of the length of a vector, we can define the notion of
distance between two vectors.

Definition 20.7: Let u and v be vectors in R". The distance between u and v is the
length of the vector u — v. We will denote the distance between u and v by d(u,v). In
other words,

d(u, v) = [lu—v].

Example 20.8. Find the distance between u = {_g} and v = [_g} )

Solution. We compute:

d(u,v) = [Ju—v|| = /B =72+ (=2 +9)? = V65.
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Theorem 20.12: Let {uj,uy,...,u,} be an orthogonal set of non-zero vectors in R".
Then the set {u, uy,...,u,} is linearly independent. In particular, if p = n then the set
{ug,uy, ..., u,} is basis for R".

Solution. Suppose that there are scalars ¢y, ca, . .., ¢, such that

ciuy + coug + - - -+ Cply = 0.
Take the inner product of u; with both sides of the above equation:
ci(urew) +co(ugeuy) + -+ cp(upeuy) =00 uy.

Since the set is orthogonal, the left-hand side of the last equation simplifies to ¢;(u; » uy).
The right-hand side simplifies to 0. Hence,

cl(ul . 111) =0.

But u; » u; = ||uy]|? is not zero and therefore the only way that c;(u;y » uz) ‘X\Aif ¢ =0.
0,

Repeat the above steps using uy,us,...,u, and conclude that 02 S, Cp =
0. Therefore, {uy,...,u,} is linearly mdependent If e set {ug,...,u,} is
automatically a ba81s for R™. N O

Example 20.13.‘18 t}ililet _ﬁ 6@\8 orthogona.% QB
prev® ?%@}% e |

Solution. Compute

U;*uy = (1)(0) +
u cug = (1)(=5

(=
)+( 2)( 2) +
up e uz = (0)(=5) +

/-\
\_/
A
l\.')
~—
+
—~
)
~
—~~ =
—_ —
~—
|
(e

Therefore, {uy, us, uz} is an orthogonal set. By Theorem 20.12, the set {u;, uy, us} is linearly
independent. To verify linear independence, we computed that det([ul Uy u3]) = 30,
which is non-zero. O
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Lecture 21

Eigenvalues and Eigenvectors

21.1 Eigenvectors and Eigenvalues

An n x n matrix A can be thought of as the linear mapping that takes any arbitrary vector
x € R™ and outputs a new vector Ax. In some cases, the new output Vector s simply
a scalar multiple of the input vector x, that is, there exists a scalar >\ %X = A\X.
This case is so important that we make the following deﬁnltlw

Definition 21.1: Let A be a n X n matf n-zero vector. If Av = \v
for some scalar A then we c W an elgenf @ A and we call the scalar A
an elgenvalue of rpsp xd A 9\ O
(e A%,
P an eigenvector v?@ ply scaled by a scalar A under multiplication by A.

Eigenvectors are by definition nonzero vectors because AO is clearly a scalar multiple of 0
and then it is not clear what that the corresponding eigenvalue should be.

Example 21.2. Determine if the given vectors v and u are eigenvectors of A? If yes, find
the eigenvalue of A associated to the eigenvector.

4 -1 6 -3 -1
A=1|2 1 6|, v=]10], u=|2
2 -1 8 1 1
Solution. Compute
4 -1 6| (-3 —6
Av=12 1 6 0[=10
2 -1 8 1 2
-3
=210
1
=2v
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