
well formed, whereas (b) is not. To understand what precisely
this difference is is to give ‘a rational account of this behavior, i.e.,
a theory of the speaker’s linguistic intuition . . . the goal of
linguistic theory’ (Chomsky /: )—in other words, a
psychology, and ultimately, biology of human language.

Once this position—lately dubbed the biolinguistic approach
(Jenkins , Chomsky )—is accepted, it follows that
language, just like all other biological objects, ought to be studied
following the standard methodology in natural sciences (Chomsky
, , , a). The postulation of innate linguistic knowl-
edge, the Universal Grammar (UG), is a case in point.

One of the major motivations for innateness of linguistic
knowledge comes from the Argument from the Poverty of
Stimulus (APS) (Chomsky, : ). A well-known example
concerns the structure dependency in language syntax and chil-
dren’s knowledge of it in the absence of learning experience
(Chomsky , Crain & Nakayama ). Forming an interroga-
tive question in English involves inversion of the auxiliary verb
and the subject:

() a. Is Alex e singing a song?
b. Has Robin e finished reading?

It is important to realize that exposure to such sentences under-
determines the correct operation for question formation. There
are many possible hypotheses compatible with the language
acquisition data in ():

() a. front the first auxiliary verb in the sentence
b. front the auxiliary verb that most closely follows a noun
c. front the last auxiliary verb
d. front the auxiliary verb whose position in the sentence is a prime

number
e. . . . 

The correct operation for question formation is, of course, struc-
ture-dependent: it involves parsing the sentence into structurally
organized phrases, and fronting the auxiliary that follows the first
noun phrase, which can be arbitrarily long:

 Language Acquisition
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() L : (S, E) → ST

A learning function or algorithm L maps the initial state of the
learner, S, to the terminal state ST , on the basis of experience E
in the environment. Language acquisition research attempts to
give an explicit account of this process.

1.2.1 Formal sufficiency
The acquisition model must be causal and concrete. Explanation
of language acquisition is not complete with a mere description
of child language, no matter how accurate or insightful, without
an explicit account of the mechanism responsible for how
language develops over time, the learning function L. It is often
claimed in the literature that children just ‘pick up’ their language,
or that children’s linguistic competence is identical to adults. Such
statements, if devoid of a serious effort at some learning-theoretic
account of how this is achieved, reveal irresponsibility rather than
ignorance.

The model must also be correct. Given reasonable assump-
tions about the linguistic data, the duration of learning, the
learner’s cognitive and computational capacities, and so on, the
model must be able to attain the terminal state of linguistic
knowledge ST comparable to that of a normal human learner.
The correctness of the model must be confirmed by mathemat-
ical proof, computer simulation, or other forms of rigorous
demonstration. This requirement has traditionally been
referred to as the learnability condition, which unfortunately
carries some misleading connotations. For example, the influ-
ential Gold () paradigm of identification in the limit
requires that the learner converge onto the ‘target’ grammar in
the linguistic environment. However, this position has little
empirical content.

First, language acquisition is the process in which the learner
forms an internalized knowledge (in his mind), an I-language

Language Acquisition 

 I am indebted to Noam Chomsky for many discussions on the issue of learnability.
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learner hears just before language acquisition stops happens to
be noise, the learning experience during the entire period of
language acquisition is wasted. This scenario is by no means an
exaggeration when a realistic learning environment is taken into
account. Actual linguistic environments are hardly uniform with
respect to a single idealized grammar. For example, Weinreich et
al. (: ) observe that it is unrealistic to study language as a
‘homogeneous object’, and that the ‘nativelike command of
heterogeneous structures is not a matter of multidialectalism or
“mere” performance, but is part of unilingual linguistic compe-
tence’. To take a concrete example, consider again the acquisition
of subject use. English speakers, who in general use overt
subjects, do occasionally omit them in informal speech, e.g.
Seems good to me. This pattern, of course, is compatible with an
optional subject grammar. Now recall that a triggering learner
can alter its hypothesis on the basic of a single sentence.
Consequently, variability in linguistic evidence, however sparse,
may still lead a triggering learner to swing back and forth
between grammars like a pendulum.

2.1.2 Developmental incompatibility of the trigger-
ing model

While it might be possible to salvage the triggering model to
meet the formal sufficiency condition (e.g. via a random-walk
algorithm of Niyogi & Berwick ; but cf. Sakas & Fodor
), the difficulty posed by the developmental compatibility
condition is far more serious. In the triggering model, and in
fact in all TL models, the learner at any one time is identified
with a single grammar. If such models are at all relevant to the
explanation of child language, the following predictions are
inevitable:

() a. The learner’s linguistic production ought to be consistent with
respect to the grammar that is currently assumed.

b. As the learner moves from grammar to grammar, abrupt changes in
linguistic expressions should be observed.

 A Variational Model
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in child language as the learner switches from one grammar to
another. However, Bloom () found no sharp changes in the
frequency of subject use throughout the NS stage of Adam and
Eve, two American children studied by Brown (). Behrens
() reports similar findings in a large longitudinal study of
German children’s NS stage. Hence, there is no evidence for a
radical reorganization—parameter resetting (Hyams & Wexler
)—of the learner’s grammar. In section . we will show that
for Dutch acquisition, the percentage of V use in matrix
sentences also rises gradually, from about % at ; to % at ;.
Again, there is no indication of a radical change in the child’s
grammar, contrary to what the triggering model entails. Overall,
the gradualness of language development is unexpected in the
view of all-or-none parameter setting, and has been a major argu-
ment against the parameter-setting model of language acquisition
(Valian , , Bloom , ), forcing many researchers to
the conclusion that child and adult language differ not in compe-
tence but in performance.

2.1.3 Imperfection in child language?
So the challenge remains: what explains the differences between
child and adult languages? As summarized in Chapter  and
repeated below, two approaches have been advanced to account
for the differences between child and adult languages:

() a. Children and adults differ in linguistic performance.
b. Children and adults differ in grammatical competence.

The performance deficit approach (a) is often stated under
the Continuity Hypothesis (Macnamara , Pinker ). It
assumes an identity relation between child and adult competence,
while attributing differences between child and adult linguistic
forms to performance factors inherent in production, and
(nonlinguistic) perceptual and cognitive capacities that are still
underdeveloped at a young age (e.g. Pinker , Bloom ,
, Gerken , Valian ).

 A Variational Model
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 A Variational Model

conditioned on external stimulus; in the grammar competition
model, the hypothesis space consists of Universal Grammar, a highly
constrained and finite range of possibilities. In addition, as
discussed in Chapter , it seems unlikely that language acquisition
can be equated to data-driven learning without prior knowledge.
And, as will be discussed in later chapters in addition to numerous
other studies in language acquisition, in order adequately to account
for child language development, one needs to make reference to
specific characterization of UG supplied by linguistic theories.

There is yet another reason for having an explicit account of
the learning process: because language is acquired, and thus the
composition, distribution, and other properties of the input
evidence, in principle, matter. The landmark study of Newport et
al. () is best remembered for debunking the necessity of the
so-called ‘Motherese’ for language acquisition, but it also shows
that the development of some aspects of language does correlate
with the abundance of linguistic data. Specifically, children who
are exposed to more yes/no questions tend to use auxiliary verbs
faster and better. An explicit model of learning that incorporates
the role of input evidence may tell us why such correlations exist
in some cases, but not others (e.g. the null subject phenomenon).
The reason, as we shall see, lies in the Universal Grammar.

Hence, our emphasis on L is simply a plea to pay attention to
the actual mechanism of language development, and a concrete
proposal of what it might be.

2.3 The dynamics of variational learning 

We now turn to the computational properties of the variational
model in ().

2.3.1 Asymptotic behaviors
In any competition process, some measure of fitness is required.
Adapting the formulation of Bush & Mosteller (), we may
offer the following definition:
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details. We now turn to the more difficult issue of learning para-
meters that are subject to the interference problem.

Fitness distribution

In what follows, we will suggest that (some variant) of the NPL
may be a plausible model of learning that distangles the interfer-
ence effects from parameter interaction.

First, our conclusion is based on results from computer simu-
lation. This is not the preferred move, for the obvious reason that
one cannot simulate all possibilities that may arise in parameter
learning. Analytical results—proofs—are much better, but so far
they have been elusive.

Second, as far as feasible, we will study the behavior of the
model in an actual learning environment. As the example of the
Wh and V learning (Fig. .) shows, the relative fitness values of
the four composite grammars will determine the outcome of
parameter learning. In that example, if the three competitors have
high penalty probabilities, intuition tells us that the two parame-
ters rise to target values quickly. So the actual behavior of the
model can be understood only if we have a good handle on the
fitness distribution of actual grammars.

This is a departure from the traditional linguistic learnability
study, and we believe it is a necessary one. Learnability models, in
general, do not consider convergence in relation to the actual
(statistical) distribution of the learning data. Rather, learning is
studied ‘in the limit’ (Gold ), with the assumption that learn-
ing can take an arbitrary amount of data as long as it converges
on the correct grammar in the end: hence, no sample complexity
considerations. However, it is clear that learning data is not infi-
nite. In Chapter  we show that it is possible to establish bounds
on the amount of linguistic data needed for actual acquisition: if

A Variational Model 

 Although intuition fades rapidly as more and more parameters combine and inter-
act.

 A notable exception is Berwick & Niyogi’s () elegant Markov model of trig-
gering, where the expected amount of evidence required for convergence can be
precisely worked out.
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the distributions of wis across languages, no matter how these
languages put them together. It does not seem unreasonable to
assume, say, that the frequencies of transitive verbs are more or less
uniform across languages, because transitive verbs are used in
certain life contexts, which perhaps do not vary greatly across
languages. Practically, such assumptions are necessary if there is
any hope of estimating the distribution of sentences in many
grammars, without reliable parsers or comprehensive corpora.
Furthermore, some grammars, i.e. parameter settings, may not be
attested in the world.

Given these assumptions, let us see how we may estimate the
string distributions for eight grammars in Table ., extrapolat-
ing from the grammars for which we do have some statistical
results. For the English grammar (SVO–V), we estimate, using
sources like the CHILDES corpus, that about % of declarative
sentences have an sentence-initial XP; thus % of the proba-
bility mass will be distributed among SV, SVO, SAV, SAVO.
Roughly % of all sentences contain an auxiliary, and % of
verbs are transitives. Assuming that the selection of Auxiliary
and Verb is independent, and that the selection of the XP
adjunct is independent of the rest of the sentence. We then
obtain:

() a. P(SV) = P(SVO) = P(SAV) = P(SAVO) = /
b. P(XSV) = P(XSVO) = P(SAV) = P(XSAVO) = /

() will be carried over to the other three non-V grammars, and
assigned to their respective canonical word orders.

For the four V grammars, we assume that () will carry over
to the canonical patterns due to the Spec-Head and Comp-Head
parameters. In addition, we must consider the effect of V: raising
S, O, or X to the sentence-initial position. It is known from
(Lightfoot : ) as well as from our own analysis of a Dutch
adult-to-child corpus, that in V languages, S occupies the initial
position % of time, X, %, and O, %. These probability
masses (., ., and .) will be distributed among the canon-
ical patterns.

A Variational Model 
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Berko’s () classic work that in general, children (and adults)
inflect novel verbs with the -d suffix, as in rick-ricked. Second,
young children sometimes overregularize: for example, they
produce take-taked instead of take-took, where the suffix -d for
regular verbs is used for an irregular verb. On average, overregu-
larization occurs in about % of all instances of irregular verbs,
according to the most extensive study of past tense acquisition
(Marcus et al. ). Third, errors such as bring-brang and wipe-
wope, mis-irregularization errors where children misapply and
overapply irregular past tense forms, are exceeding rare, account-
ing for about .% of all instances of irregular verb uses (Xu &
Pinker ).

One leading approach to the problem of past tense, following
the influential work of Rumelhart and McClelland (), claims
that the systematic patterns noted above emerge from the statisti-
cal properties of the input data presented to connectionist
networks. A number of problems with the connectionist
approach have been identified (e.g. Fodor & Pylyshyn ,
Lachter & Bever , Pinker & Prince , Marcus et al. ). To
give just one example (from Prasada & Pinker ), connection-
ist models have difficulty with the Wug-test, the hallmark of past
tense knowledge. When novel verbs such as slace and smeeb are
presented to a trained connectionist model, fraced and imin are
produced as their respective past tense forms, a behavior hope-
lessly incompatible with human performance.

In this chapter, we will critically assess another leading approach
to the problem of past tense, the Words and Rule (WR) model
developed by Pinker and his associates (Pinker , ). The
WR model claims that the computational system for past tense
consists of two components. In the ‘rule’ component, following the
tradition of generative linguistics, regular verbs are inflected by
making use of a default phonological rule, which adds -d to the
root (stem). This explains the productivity of -d suffixation to
novel verbs. Equally important to the WR model is the Blocking
Principle, a traditional idea dating back to Pān. ini. In past tense
formation, the Blocking Principle has the effect of forcing the use

 Rules over Words
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of a more specific form over a more general form: for example,
sang is a more specific realization of the past tense of sing than
singed, and is therefore used. Irregular verbs are learned in the
‘word’ component, which works like a connectionist network, by
direct association/memorization of the pairing between a stem
and its past tense. The strength of association is conditioned upon
the frequencies of irregular verbs that children hear; thus, memo-
rization of irregular verbs takes time and experience to be
perfected. When the child’s memory for an irregular form fails,
the default -d form is used. This accounts for the second salient
pattern of past tense acquisition: overregularization errors in
child language.

Here we will put forward an alternative approach, the Rules
and Competition (RC) model. The RC model treats both irregu-
lar and regular verbs within a single component of the cognitive
system: generative phonology. Like the WR model, we assume the
presence of a default rule, which attaches the -d suffix to the stem
and in principle applies to all verbs. In contrast to the WR model,
we claim that irregular past tense is also formed by phonological
rules. That is, errors such as overregularization are not memory
lapses, but result from failures to apply appropriate irregular
phonological rules over the default rule.

The RC model derives from the variational approach to
language acquisition, which holds that systematic errors in child
language are reflections of coexisting hypotheses in competition.
These hypotheses are associated with weights, and it is the
weights, or the distribution of the grammars, that change during
learning from data. For the problem of past tense, the hypothesis
space for each irregular verb x includes an irregular rule R,
defined over a verb class S of verbs of which x is a member. For
example, the rule [-t suffixation & Vowel Shortening] applies to
irregular verbs such as lose, deal, and dream. The acquisition of x
involves a process of competition between R and the default -d
rule, the latter of which in principle could apply to all verbs, regu-
lar and irregular. The child learns from experience that for irreg-
ular verbs, irregular rules must apply, and thus the default -d rule

Rules over Words 
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rather, in (b), R applies with the probability PR , its weight. Only
when both decisions are taken correctly will the correct past tense
be produced—a match with the input Xpast. When either of the
two steps fails, the overregularized form will be produced, result-
ing in a mismatch with the input form, Xpast.

Thus, for each verb, learning involves updating the two proba-
bilities P(x ∈ S) and PR . Learning is successful when ∀x, P(x ∈
S)PR = : the learner can reliably associate an irregular verb with
its matching irregular rule, and reliably apply the rule over the
default -d rule. As remarked in section ., many models for
updating probabilities (weights) are in principle applicable. For
our purpose, let us assume a learner who increases the probabili-
ties of the decisions he has made when they lead to a match
between the input form and the analyzed form.

Under the null hypothesis, we assume that the grammar system
the child uses for production is the same one he uses for compre-
hension/learning, the two-step procedures in (). As a result,
overregularization of an irregular verb x occurs when either P(x
∈ S) <  or PR < .

The RC model makes direct and quantitative predictions about
the performance of both irregular verbs and irregular verb
classes. Write C(x) to denote the correct usage rate of an irregular
verb x; clearly C(x) = P(x ∈ S)PR . While P(x ∈ S) may increase
when the past tense of x is encountered, PR may increases when-
ever any member of S is encountered. These two probabilities,
and hence the correct usage of an irregular verb x, is positively
correlated with fx × fS . Hence, if we hold  fx or fS constant, the RC
model makes two directions about the performance of irregular
verbs:

() a. For two verbs x and x within a verb class, C(x) > C(x) if fx > fx.
b. For two verbs x and x such that x ∈ S, x ∈ S, and fx = fx, C(x)

> C(x) if fS > fS.

In section . we will systematically evaluate these predictions
with children’s production data, and demonstrate that irregular
verbs are indeed organized into classes.

 Rules over Words
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units. Furthermore each of the possible contents of each representation would be
implemented once as a single hardware ‘type’; particular words would be representa-
tion in separate ‘token’ units with pointers to the types it contains. Links between stems
and pasts would be set up during learning between their representations at two levels:
between the token representations of each pair member, and their type representations
at the level of representation that is ordinarily accessed by morphology: syllables,
onsets, rhymes, feet (specifically, the structures manipulated in reduplicative and
templatic systems, as shown in the ongoing work of McCarthy and Prince and others).
Ordinary correct retrieval results from successful traversal of token-token links; this
would exhaust the process for pairs like go-went but would be reinforced by type-type
links for members of consistent and high-frequencies families like sing-sang. On occa-
sions where token-token links are noisy or inaccessible and retrieval fails, the type-type
links would yield an output that has some probability of being correct, and some prob-
ability of being an analogical extension (e.g., brang). Because the representation of
input and output are each highly structured, such extensions would nonetheless be
precise and follow constrained patterns, e.g., preserving portions of the stem such as
onsets while substituting the appropriate rhymes, and avoiding the chimeras and fuzzy
approximations that we do not see among real irregulars but that pure feature-to-
feature networks are prone to making. (Pinker & Prince : )

It is difficult to evaluate statements like these. The token level
association is clear enough: the strength of brute force linking
between a stem and its past, hence the retrieval rate of the corre-
sponding verb, can be measured by estimating the frequency of
the verb’s occurrences in past tense. However, it is not clear how
the type-level linkings between phonological structures (syllables,
onsets, etc.) are established. But far worse is the vagueness
concerning how the two levels interact. For example, while the
token-level frequency effect is an important factor in past tense
acquisition, it is not clear when the type-level analogy becomes
the operative force. Such imprecise formulations are not
amenable to analytical results such as ().

However, we believe that the evidence presented here is strong
enough to rule out any model that does not use (irregular)
phonological rules to describe irregular verbs. The data clearly
point to an organization of irregular verbs by rules and classes.

 In fact, all  pieces of evidence offered by Pinker () in support of the WR
model, which we shall review in section ., are frequency based, although section .
has shown that frequency affects performance in a fairly subtle way, unexpected in the
WR model.

 Rules over Words
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(when applicable) or the default -d rule, to generate the expected
past tense form from the extracted root. Now if an overregular-
ized form such as goed is repeated several times, the chance of a
mismatch (i.e. the child generating went) is consequently
enhanced—the probability of generating went at least once in
several consecutive tries—much to children’s annoyance, it
appears.

3.5.7 Adult overregularization
Adult do occasionally overregularize. Pinker claims that the rarity
entails that adult overregularization is the result of performance,
not the result of a grammatical system. However, this is not the only
interpretation of adult overregularization: rule-based grammatical
system approaches account for the data equally well. Under the RC
model, for an irregular verb (e.g. smite-smote) that appears very
sparsely, the learner may not be sure which class it belongs to, i.e.
the probability of class membership association is considerably
below . Overregularization thus results, even if the weight of the
irregular rule for its corresponding class is very close to .

Pinker also notes that since memory fades when people get
older, more overregularization patterns have been observed
during experiments with older people (Ullman et al. ). This
interesting finding is consistent with every theory that treats the
irregulars as different—cognitively, and ultimately neurologi-
cally—from the regulars: in the RC model, it is the class member-
ship that is memorized.

3.5.8 Indecisive verbs
Adults are unsure about the past tense of certain verbs that they
hear infrequently. Dreamed or dreamt? Dived or dove? Leapt or
leaped? Strided or strode?

 Some of those forms are doublets, so both forms are heard. As noted in section
.., they pose a problem for the Absolute Blocking Principle, which the WR model
adopts.

Rules over Words 
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but is also obviously compatible with the RC model, following the
discussion in .. and ...

3.6 Conclusion 

We have proposed a rule competition model for the acquisition of
past tense in English. A list of irregular rules, defined over classes
of irregular verbs, compete with the default -d rule for past tense
inflection. Hence, the learning of an irregular verb is determined
by the probability with which the verb is associated with the
corresponding irregular rule, as well as the probability of the rule
applying over the default -d rule. We have also given justifications
for, and explored the consequences of, a stochastic and learning-
theoretic version of the Blocking Principle.

The RC model is completely general, and applicable to the
acquisition of phonology in other languages. Complemented by
the Yip–Sussman model of rule learning, our model makes very
precise predictions about verb learning: any two verbs can be
directly compared (), based on quantifiable frequency measures
drawn from linguistic corpora. Such quantitative predictions are
strongly confirmed by the acquisition data. We view the findings
here as a strong challenge to any phonological theory that rejects
rules.

Scrutiny over past tense ‘errors’ revealed much about the orga-
nization and learning of phonology. In Chapter , we turn to their
syntactic counterparts.

Appendix B: The rule system for English past
tense

This list is loosely based on Halle & Mohanan (: appendix)
and Pinker & Prince (: appendix). Very rare verbs are not
listed.

Rules over Words 
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• [-ø & umlaut]
fall /
hold /
come /

• [-ø & Rime → u]
blow /, grow /, know /, throw /, draw /, fly /

• [-d & Vowel Shortening]
say /

 Rules over Words
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by .% of the input, then its target value should be set relatively
late; more specifically, as late as the consistent use of subjects in
child English.

4.1.2 V in V learners
Consider then the acquisition of the V parameter in Dutch. As
noted in (), there appears to be no direct signature for the V
parameter: the four competitor grammars together provide a
complete covering of the V expressions. However, three competi-
tors, namely, the English, Irish, and Hixkaryana type grammars,
while compatible with SVO, XVSO, and OVS patterns respec-
tively, nevertheless have very high penalty probabilities: .%,
%, and .%, according to our corpus analysis. As a result,
these grammars are eliminated quite early on; see Fig. ..

A Hebrew grammar, or a similar Semitic grammar such as
Arabic, fares considerably better in the competition. By the
virtue of allowing SVO and XVSO alternations (Fassi-Fehri
, Shlonsky ), it is compatible with an overwhelming
majority of V patterns (.% in all). However, it is not
compatible with OVS sentences, which therefore are in effect
unambiguous signatures for the target V parameter after the
other three competitors have been eliminated very rapidly. The
rarity of OVS sentences (.%) implies that the V grammar is
a relatively late acquisition, with a Hebrew-type non-V gram-
mar in coexistence with the target V grammar for an extended
period of time.

A Hebrew type grammar, then, allows verb-initial (V)
sentences, which are ungrammatical for the target V grammar,
but will nevertheless constitute a significant portion of Dutch
child language, if the variational model is correct. This prediction
is confirmed based on the statistics from a Dutch child, Hein

Competing Grammars 

 As remarked earlier, Valian nevertheless claims that the subject parameter is set
correctly, and attributes the missing subjects to performance limitations; we will return
to this in section ...
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(Haegeman ), one of the largest longitudinal studies in the
acquisition of V languages. The data concern the position of the
finite verb in matrix sentences, and are reported in Haegeman’s
tables  and , which we combine in Table ..

Based on these, we can compute the ratio of V sentences over
all sentences. The number of V sentences is the number of
postverbal subject sentences minus those with overt material left
of V; that is, column  minus column  in Table .. The number
of all sentences is the sum of column  and column  in Table ..
The results are shown in Table ..

Some of the V patterns are given below (from Haegeman :
n. ):

() a. Week ik neit.
know I not

b. Zie ik nog niet.
see I yet not

c. Schijnt de zon.
shines the sun

d. Kan ik niet lopen.
can I not run

Now we have to be sure the V patterns in () are ‘real’, i.e. are
indeed due to the presence of a competing Semitic-type grammar.
First, it must be stressed that all the sentences contain overt subjects,
hence ruling out the possibility that the superficial V patterns are
due to subject drop, which Germanic children are known to use.
Another compounding factor is the precise location of the (finite)
verb. According to Shlonsky (), finite verbs in Hebrew move to
a position above Tense, presumably an Agreement node. Thus, if the
V patterns are genuinely Hebrew-like, the finite verb must reside in
a position higher than Tense. The presence of an overt subject again
confirms this. Stromswold & Zimmerman’s () large quantitative
study shows, contrary to the earlier claims of Deprez & Pierce
(), that the subject is consistently placed above Negation,

 Competing Grammars

 I should point out that Haegeman’s paper does not directly deal with the V
phenomenon, but with the nature of Optional Infinitives instead; it happens to contain
a large body of quantitative data needed by our study.
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(Clahsen ). Under the present model, it is no coincidence that
the timing of the acquisition of English subject use and that of
Dutch/German V are comparable.

4.2 Quantifying the stimulus poverty argument 

Based on the acquisition model and the findings in section ., we
can give a quantitative evaluation of the Argument from the
Poverty of Stimulus (APS).

Recall from section . that at the heart of APS lies the question:
why do human children unequivocally settle on the correct
(structure-dependent) rules for question formation, while the
input evidence does not rule out the incorrect, structure-inde-
pendent, inductive generalization?

() a. Front the first auxiliary verb in the sentence.
b Front the auxiliary verb that is most closely follows a noun.
c. Front the last auxiliary verb in the sentence.
d. Front the auxiliary verb whose position in the sentence is a prime

number.
e. . . .

for which the relevant evidence is in many ways ambiguous:

() a. Is Alex e singing a song?
b. Has Robin e finished reading?

Recently, the argument for innate knowledge based on struc-
ture dependency has been challenged by Sampson (), Pullum
(), and Cowie (), among others. They claim that the
learner is actually exposed to the relevant evidence to rule out the
incorrect, structure-independent hypotheses. Here we will focus
on Pullum’s objections and show that they are not valid.

First, Pullum (implicitly) assumes that there is only one alter-
native hypothesis to be ruled out, namely, that of (a), the inver-
sion of the first auxiliary in the sentence. This assumption is
incorrect: the learner in fact has to rule out all, in principle infi-
nitely many, hypotheses compatible with (); cf. Freidin ().
But for the sake of argument, suppose it were the case that the

Competing Grammars 
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Let us now turn to Italian children. Recall that Chinese does
not allow subject drop when an argument assumes the topic posi-
tion (b), and Italian does (with a fronted argument Wh phrase).
This means that every subjectless question with an argument
(object) Wh question punishes a Chinese grammar, and of course
an English grammar as well.

It is known that approximately % of adult utterances have
dropped subjects (Bates , cited in Caselli et al. ). We also
know that Wh questions are one of the most frequent construc-
tions children are exposed to. We estimate that about % of all
sentences are object questions involving empty subjects: again,
the lower bound of % then warrants an early acquisition. This
prediction is confirmed by Valian’s findings (): at both of the
developmental stages investigated (;–; and ;–;), Italian
children drop subjects in about % of sentences, roughly the
same as the figures in adult speech reported in the references cited
above.

4.3.2 English children speak Chinese
Finally, we consider how English children come to learn that their
language uses an obligatory subject grammar, ruling out the
Chinese and Italian grammars that are also made available by UG.

We first claim that the Italian grammar can very rapidly be
eliminated by English children on the basis of their knowledge of
agreement morphology. In Chapter  we reviewed the very strong
evidence that young children’s agreement morphology is near-
perfect. Phillips (: ), reviewing a number of crosslinguistic
studies, observes that ‘in languages with overt agreement
morphology, children almost always use the agreement
morphemes appropriate to the argument being agreed with’.
Again, Guasti () found that three young Italian children used
agreement morphology correctly in more than % of all
contexts; see e.g. Clahsen & Penke () for similar findings in
German, Torrens () for Catalan, Levy & Vainikka () for
Hebrew.

 Competing Grammars
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and independently motivated model which details how such
factors affect language acquisition. It is also common to find
notions such as ‘diachronic reanalysis’, which claims that the
learner under certain conditions will opt for a radical change in
his grammar. Again, these claims can be substantiated only
when supporting evidence is found in synchronic child language
development.

This chapter extends the acquisition model to a study of language
change that satisfies these requirements. It characterizes the
dynamic interaction between the internal Universal Grammar and
the external linguistic evidence, as mediated by language acquisi-
tion. We will again borrow insights from the study of biological
evolution, where internal and external forces—genetic endowment
and environmental conditions—interact in a similar fashion.
Section . spells out the model and derives a number of formal
properties, including a sufficient and necessary condition under
which one grammar replaces another. In sections . and . we
apply the model to explain the loss of V in Old French and the
erosion of V in Old English.

5.1 Grammar competition and language change

5.1.1 The role of linguistic evidence
Given the dynamics of language change in Fig. ., the fundamen-
tal question in language change is to identify the causal forces that

Language Change 

G1 G2

FI G U R E .. Two mutually incompatible grammars constitute a heterogeneous
linguistic environment
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languages, it leaves mysterious the relative stability in other
languages, say, the rigidity of word order in Western Germanic
languages.

We therefore reject mislearning (under sufficiently similar
linguistic evidence) as a possible mechanism of language change. A
question immediately arises: what makes the linguistic evidence for
generation n +  different from that of the previous generation?
There are many possibilities. For example, migration of foreign
speakers might introduce novel expressions; social and cultural
factors might also influence the distributional patterns of linguistic
expressions used in a population. These are interesting and impor-
tant topics of research, but are not relevant for a formal model of
language change. This situation has a perfect parallel in the mathe-
matical theory of natural selection, which concerns the predictable
changes in the population once some new genotypes are intro-
duced. The precise manner in which new genes arise, which could
be mutation, migration, etc., is a separate question, which is often
affected by too many contingencies to command a firm answer.
After all, the world would have looked very different if the comet
that led to the demise of dinosaurs had been off target. Similarly,
the factors that alter the composition of linguistic evidence from
generation to generation may also be generally unpredictable: the
linguistic landscape, and indeed the world, might have looked very
different had Napoleon’s winter in Russia been a lot warmer.

Hence, we are chiefly concerned with the predictable conse-
quences of such changes: what happens to language learners after
the linguistic evidence is altered, and how does it affect the
composition of the linguistic population as a result?

5.1.2 A variational model of language change
Suppose that, as a result of migration, genuine innovation, and
other sociological and historical factors, a linguistic environment is

Language Change 

 A desirable feature of a competence theory but by no means a necessary one: see
Yang () for discussion in relation to the issue of ‘psychological reality’.
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established for a generation of language learners that is substantially
different from that for the previous generation.

The expressions used in such an environment—call it EG, G—
can formally be viewed as a mixture of expressions generated by
two independent sources: the two grammars G and G. Further,
suppose that a proportion  of G expressions are incompatible
with G, and a proportion  of G expressions are incompatible
with G. Call  () the advantage of G (G). Fig. . illustrates.

The variational approach views language acquisition as compe-
tition and selection among grammars. Recall from Chapter  that
the fitness of individual grammars is defined in terms of their
penalty probabilities:

() The penalty probability of a grammar Gi in a linguistic environment E is

ci = Pr(Gi →/ s | s ∈ E)

The penalty probabilities ultimately determine the outcome of
language acquisition:

c() limt → ∞p(t) = ———
c + c

c
limt → ∞p(t) = ———

c + c

Suppose that at generation n, the linguistic environment EG, G
= pG + qG, where p + q = . That is, in EG, G, a proportion p of
expressions are generated by G, and a proportion q of expres-
sions are generated by G, and they collectively constitute the
linguistic evidence to the learners in generation n + . The penalty
probabilities of G and G, c and c, are thus q and p. The
results in () allow us to compute p′ and q′, the weights of G and
G respectively, that are internalized in the learners of generation
n + :

() The dynamics of a two grammar system:

p
p′ = ———–

p + p

 Language Change
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constraint is very strongly manifested. Matrix V >  patterns are
restricted to a small number of adverbs and other specific lexical
items, and are quite rare in distribution:

() Rare V >  patterns in modern German
. . . denn Johann hat gestern das Buch gelesen.
. . . so Johann had yesterday the book read.

Statistical analysis of Dutch, German, Norwegian, and Swedish
(cited in Lightfoot : ) shows that about % of all
sentences in V languages are SVO, and about % are VS
patterns, which include XVSO and OVS. Our own counts, based
on a Dutch sample of adult-to-child speech reported in section
.., are similar: .% SVO, % XVSO, and .% OVS. In
contrast, based on the Penn Treebank (Marcus et al. ), a
corpus of modern English, we found that only about % of all
sentences have V >  word order:

() V >  patterns in modern English
a. He always reads newspapers in the morning.
b. Every evening Charles and Emma Darwin played backgammon.

Therefore, the % advantage of SVO grammar, expressed in V >
 patterns, cannot throw off a V grammar, which has % of VS
patterns to counter.

If the V constraint is so resilient, why did V succumb to SVO
in French? The reason, in our view, is that OF was also a null
subject language.

Recall that the advantage of V grammar over SVO grammar is
expressed in VS patterns. However, this advantage would be
considerably diminished if the subject were dropped to yield [X V
pro] patterns: a null subject SVO grammar (like modern Italian)
can analyze such patterns as [X (pro) V].() shows the prevalence
of subject drop in early Middle French:

() Text SV VS NullS
% % %

Froissart, Chroniques (c.)   
 Joyes (esme Joye) (c.) .  .
Chartier, Quadrilogue ()    (R: )

Language Change 
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The effect of language contact is clear. Recall that prior to
contact the northern dialect was much like Germanic languages,
in which V is strongly enforced: Kroch et al. () found
subject–verb inversion in .% of all sentences containing
subjects. After contact (shown in Table .), while NP subjects still
in general follow subjects, the overall subject–verb inversion rate
has dropped to .% (/). This indicates that as a result of
language contact and mixing, the V constraint in the northern
dialect was considerably weakened. When the V constraint is
sufficiently weakened, and if the morphological case system of the
mixed language got lost, then an SVO grammar would have grad-
ually taken over, in the manner described earlier for the loss of V
in OE.

For the northern dialect, the initial contact with the southern
dialect was crucial in the loss of V. That is, a West Germanic V
language similar to the northern dialect would not lose V with-
out language contact, even if its morphological case system was
lost. Northern Germanic languages such as Swedish, Danish, and
Norwegian, with an impoverished morphological case system but
nevertheless strongly V, presumably fall into this category. Once
language contact was made, the homogeneity of linguistic
evidence was broken, and two distinct grammars were formed by
the learners. The loss of the morphological case system resulted in
the loss of the clitics system, which further favored the SVO gram-
mar and eventually drove it to complete dominance. K&T’s thesis

 Language Change

TA B L E .. V (after languages contact) in the Northern MS
(Thornton) of the Mirror of St Edmund

NP subjects Pronoun subjects
Preposed XP % inverted % inverted

NP complements  (/)  (/)
PP complements  (/)  (/)
Adj. complements  (/)  (/)
then  (/)  (/)
now  (/)  (/)
Adverbs  (/)  (/)

Source: Kroch et al. ()
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yields new insights on traditional problems as well as suggesting
new problems. The investigations reported here are no doubt
preliminary; I only hope that they have convinced the reader that
this line of research is worth pursuing.

A long way to the vineyard after all.

 Summary
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